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1. Introduction

Although Logical O&M has not been discussed since the last two meetings, some views about this issue have already been presented. In this contribution, Huawei would like to share our opinions.
2. Interface between OMC and eNodeB

Currently, E-UTRAN architecture has been decided with only one kind of node eNodeB. So, subsequently, An O&M architecture without a middle node between OMC（Operation and Maintenance Center） and eNodeB is preferred [1]. And the functions of OMC mainly can be, for instance, configuration management function (cell configuration, channel configuration etc.), performance management function, fault management etc. But how to deal with multi-vendor problem is still not clear. And the interface between OMC and eNodeBs shall be open or not is also a question.

Note: Here the OMC is similar as EMS (Element Management System) in Telecommunication Management Network, while NMS (Network Management System) on the top layer we think is beyond the scope of this paper.

First, we think the requirement of one OMC shall configure and manage multiple eNodeBs from different vendors may not be needed. eNodeBs from one vendor can be managed by its own OMC. If the operator has many eNodeBs from several vendors, then related OMCs have to be installed. One may say that installing many OMCs is a waste. We think that the cost for development of a multi-vendor OMC would be very high because of the IOT effort, the selection of new development platform and the effort of standardization of the interface etc. And it would be very complex and time consuming to specify Implementation Specific O&M so we think Implementation Specific O&M shall not be standardized. Then whatever the Logical O&M part is open or not, specific OMC from different vendor is still needed. So, the interface between OMC and eNodeBs we suggest shall not open.

3. Multi-vendor problem of O&M
Then what is the multi-vendor problem? We think multi-vendor problem is mostly related to the configuration and realization of ICR (Inter Cell RRM). ICR configuration data generally includes the ICR relationship between eNodeBs, the ICR rules or ICR algorithm, the initial resources for ICR etc. If the ICR or part of ICR is located on OMC and a centralised RRM mechanism is used, the multi-vendor problem occurs, and the interface between OMC and eNodeBs has to be open we think. But till now, it seems that no ICR functions are placed on OMC, so no further analysis is given. If the ICR or part of ICR is centralised in one Master eNodeB or an RRM Server or is distributed fully in different eNodeBs, then multi-vendor problem still exists. And under this condition the interface between OMC and eNodeBs maybe not need to be open if some solutions are found. The figures below depict these scenarios.
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Figure1:  RRM Server scenario
If there is a RRM Server, then X3 interface between eNodeB and RRM Server should be open, and the ICR configuration data which the RRM Server needs can be obtained through this interface from eNodeBs. The interface between OMC and eNodeBs doesn't need to be open we think. This solution is valid in case the RRM server is adopted in the future of LTE, although the current assumption is that a separate RRM server node is not needed.

[image: image2]
Figure2: Master eNodeB scenario
If Master eNodeB solution is adopted, then this Master eNodeB definitely comes from one of the different vendors. So the ICR configuration data about other eNodeBs which this Master eNodeB needs can be gained though X2 interface from neighbouring eNodeBs regardless some of eNodeBs are from other Vendors. And any essential configuration data needed in the Master eNodeB is still configured via the OMC from the same vendor, e.g. OMC1 in Figure 2.
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Figure3: Fully distributed ICR scenario
In the fully distributed scenario depicted in Figure 3, OMC configures the related ICR data to each eNodeB that belongs to it. Each eNodeB can get the ICR data from neighbouring eNodeBs through the X2 interface. 
According to above analysis, we think multi-vendor related data such as ICR data can be configured by the vendor’s own OMC and the entity which needs these data can get them from related eNodeBs. In other words, the eNodeB can transfer or relay the data to the entity which needs it. In this sense, the eNodeB looks like a RNC in UMTS. The above solutions to LTE O&M have these advantages:

1) Can resolve multi-vendor problem regardless the interface between OMC and eNodeB is open or not.
2) Can satisfy different ICR solutions (RRM Server, Master eNodeB, fully distributed). And the ICR configuration data can be transferred or relayed to the entity which needs is consistent with what we have agreed in TR R3.018. In TR R3.018 the traffic load report and the interference status report can be provided by eNodeBs to related entity (RRM Server, Master eNodeB, other eNodeBs). We think in a sense the ICR configuration data has the similar characteristics with the traffic load report and the interference status report. So we can unify them in a similar way.
4. Conclusion
It is proposed that an O&M architecture in LTE without a middle node between OMC and eNodeBs shall be considered. And the interfaces are proposed to not be open. To multi-vendor scenario, the solutions in this paper could be considered as a choice. It is proposed to capture the agreement above in the relevant TRs.
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