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1. Introduction

SFN operation of E-MBMS is used to achieve the significant performance improvement. The L2/L3 requirement for SFN operation is that the same content should be scheduled on the same radio resource with the same RB configuration. According to this requirement, there are some E-MBMS specific functions needed. This contribution discusses these specific functions and the different RRM schemes.
2. E-MBMS specific functions
The requirement of SFN operation is that the same data content should be transmitted at the air interface within a few micro seconds. This requirement can be further analyzed as the same data content should be scheduled at L2 on the same radio resources with the same RB configurations. The E-MBMS specific functions are:
2.1. L3 scheduling
Different cells may have different ongoing E-MBMS services and then they have different MBMS data for L2 scheduling. Due to the power saving reason, the UE needs to know the higher level resource allocation like R6, where UE knows the resource allocation scheme for different MBMS services of the forthcoming hundreds of milliseconds. This involves L2/L3 scheduling, RB configuration and synchronization, so the E-MBMS RRM architecture needs to be discussed first. The proposed scheduling architecture is:

· First,  the same physical resources (same frequency, same time) of different eNode Bs are allocated to the same E-MBMS service, so called as L3 scheduling.
· Secondly, the L2 scheduler put a packet on the resource block allocated to the corresponding MBMS service.

Hence the L3 scheduling is referred to the sharing of same scheduling pattern among all the eNode Bs of the same SFN, where the scheduling pattern is the resource allocation scheme for different E-MBMS services. This is different from the “Dynamic Resource Allocation” function in eNode B, which is used to allocate the physical resource to one or a few L2 packets in the buffer.  
2.2. Radio bearer control
For the same reason, all the eNode B in the same SFN should have the same RB configurations, e.g. RLC segmentation, coding rate and modulation scheme. For unicast services, the RB control is done within eNode B and it can be dynamical according to the radio environments. However for MBMS, there needs some coordination between different nodes or allocated by centralized RRM entity. Usually, the L3 scheduling needs to know the RB configuration to estimate the needed physical resources.
The RB control can also be done through OAM configuration. If the functions are distributed in multiple nodes, the related database of the OMCs should be consistent.
2.3. L2 synchronization
The L2 synchronization function is MBMS specific, which is used to keep the user plane synchronization between different eNode Bs. There could be different L2 synchronization schemes, but some general requirements can be considered:
Proposal: The E-MBMS shares the same user plane functions with unicast services and there is no buffer in aGW for the function of L2 synchronization.
Detailed synchronization requirements for MBMS can be found in [1].

3. E-MBMS RRM schemes
Like the different RRM architectures being investigated (R3.018), there are several E-MBMS RRM schemes. The schemes are discussed according to the following aspects: X2 interface, complexity, convergence speed, additional functions and S1 flex.
3.1. aGW based
In this scheme, the scheduling, RB control and L2 synchronization are hosted in aGW. The aGW needs to configures the radio resources to every cell.
The RB can also be configured by OMC. 
Requirements:

1. aGW knows ongoing service of each eNB.
2. aGW must schedule E-MBMS data
3. aGW should be able to co-ordinate with each other.

Pros:

1. Since the aGW knows the ongoing E-MBMS services of every eNode Bs, it would be simpler for signalling design and X2 interface is not required.
2. RF combining could be supported aGW wide.

Cons:

1. aGW needs to have L2/L3 function to configure RB and schedule the physical resources.
2. Signalling exchange between aGWs is needed to achieve optimization in case of S1 flex.
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Figure 1 aGW based centralized scheme

3.2. Master eNode B
The MBMS SFN can be divided into multiple clusters. One of the eNode Bs in a cluster acts as the Master eNode B, which makes the scheduling pattern for all other eNode Bs in the same cluster. The Master eNode B can be elected or assigned. The RB can be configured dynamically by Master eNode B or statically by OMC.
Requirements:

1. The Master eNode B assigns the scheduling pattern for every member in the cluster, so X2 interface is required.
2. One cluster might need to exchange information about the scheduling info (and/or RB configuration) with neighbouring clusters for optimization.
Pros:

1. Less bandwidth requirement compared to the distributed scheme.
2. Easy to deal with S1 flex (depending on the cluster division algorithm).
Cons:

1. Need to specialize eNode Bs to have Master eNode B function.

2. May not be aGW wide combining (depending on the cluster division algorithm).

3. Inter cluster signalling interface may be required (even for non co-located eNode Bs).
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Figure 3 Master eNode B scheme

3.3. Distributed

In the distributed RRM scheme, the eNode B needs to define the scheduling pattern and RB itself. For coordination, the logical interface between eNode Bs are needed. The RB can also be configured by OMC.

Requirements:

1. eNode B knows the scheduling info (and/or RB configuration) of its neighbours. So normally X2 interface is needed.
2. eNode B makes the scheduling and RB assignment by itself.
In the distributed scheme, the cells can also be divided into multiple clusters to speed up the convergence. The scheduling and RB can also be configured by OMC or by some mapping mechanism (between service and resources), but it will be difficult to deal with dynamic scenarios and to achieve resources optimization.
Pros:

1. Simple network structure and no additional functions are needed.

2. Easy to handle S1 flex.

Cons:

1. High signalling load between eNode Bs.

2. Relatively slower than the other two methods because the coordination might need multiple rounds..
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Figure 3 distributed scheme

Table 1 comparison table of different coordination schemes
	
	aGW
	Master eNode B
	Distributed

	X2 interface
	Not needed
	Needed
	Needed

	Multiple rounds
	No
	No (Yes for optimization)
	Yes

	Additional aGW functions 
	radio functions in aGW for MBMS
	Not needed
	Not needed

	Additional eNode B functions
	Minor
	Inter-eNode B management function
	Scheduling negotiation

	S1 flex
	May need to exchange information between aGWs for optimization
	easy
	easy


4. Conclusion

In this document, the E-MBMS L2/L3 RRM architecture and functions are discussed. And three coordination schemes have been analyzed and pros and cons have been given. It is proposed to discuss each scheme. For the L2 synchronization we propose:
Proposal: The E-MBMS shares the same user plane functions with unicast services and there is no buffer in aGW for the function of L2 synchronization.
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