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1
Introduction 

In the last RAN3#51bis meeting the topic aGW relocation was discussed. Having in mind that RAN WGs are still responsible for the intra-LTE-access mobility for both, idle and active states, it should be analysed whether such a procedure is needed in LTE_ACTIVE state or an optimization in LTE_IDLE is also sufficient. 

2
Discussion 

2.1
Background / aspects etc.

How to reach system simplicity?

AGW relocation is similar to an inter SGSN backward HO, i.e. the resources are allocated in the target cell, which belongs to a different aGW than the source cell, in advance. The aGW relocation needs to be performed between the target and the source aGW, which means aGW involvement during the resource allocation and context transfer. The aGW relocation includes a route update between the old and the new aGW and a registration update (HLR). 
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It is assumed that an aGW relocation occurs quite infrequently and therefore omitting this functionality would reduce system complexity significantly compared to pre-LTE systems.. In case a UE is in LTE_ACTIVE and reaches aGW borders other solutions should be investigated and utilized: 

One idea is based on the pool area concept another idea is based on the fact that user inactivity periods are utilised.

2.2
Inheriting the concept of “pool areas” from pre-LTE system

2.2.1
Network / system configuration

Assumptions:

· A fully meshed S1 interface between all aGWs and all eNodeBs within a PLMN including pre-configured security relations are not very likely. 

· It is more likely that fully meshed and secure S1 interface is restricted to certain regional areas, which are known as “pool” areas in the pre-LTE 3G system. 

Consequences:

(
S1 is configured to connect eNodeBs to aGWs contained in a “primary pool area”. Within the “primary pool” area no aGW change will be performed

(
In order to allow certain mobility without aGW change, connectivity between an eNodeB and certain aGWs belonging to neighbouring pool areas is a configured as well.

( Assuming secured, preconfigured eNodeB – aGW associations, to S1 connectivity could be regionally restricted, i.e. not all aGWs will be interconnected to all eNodeBs within a PLMN.

· An aGW change could be performed for route optimisation purposes. 

In order to avoid ACTIVE mode inter aGW mobility procedures user contexts should be relocated during user inactivity periods. 

2.2.2
Route optimisation 

In case the UE moves out of the “primary pool” into a neighbouring pool area, which is primarily served by a different MME/UPE pool it might happen that the path towards the eNodeB currently serving the UE is not the optimal one.  In the figure below the path is shown, eNodeB 4 is still connected to the MME/UPE of the “primary pool” although the UE is located in a “neighbouring pool” (route 1). In order to optimise the route a path optimisation might be required, i.e. the path should be switched to the MME/UPE in the “neighbouring pool”. With respect to the MME/UPE separation two options are possible:

If MME/UPE is co-located, a MME/UPE change would occur

Or

If the MME and the UPE are separated, either only the UPE would be changed but the MME in the “primary pool” is still associated to the UE or both the MME and UPE are changed, which are located in the “neighbouring pool”.

In order to perform such a route optimization user inactivity periods are utilised. 
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2.2.3 
Detecting user inactivity

User inactivity periods could be detected in LTE_ACTIVE state, i.e. no data transfer in UL and DL for a certain period of time is carried out. In case the UE is in LTE_ACTIVE (and RRC connected) either the eNodeB or the aGW detects the user inactivity period. The eNodeB may initiate a release request indicating “user inactivity” causing the aGW to force the UE to re-attach As an alternative the aGW might detect the inactivity period during LTE_ACTIVE on its own. In this case the UE in LTE_ACTIVE is detached by the aGW with cause “re-attach requested”. 

A procedure needs to be defined and the eNB has the requirement to keep track of the current route or at least needs to know the S1, aGW and IASA relation.
2.2.4
Re-attach forced by the aGW 

A re-attach is similar to today’s SGSN detach procedure. In case the eNodeB initiates the re-attach procedure, the eNodeB needs to know how far away from the “primary pool” the UE is located and whether a re-attach makes sense. Defining the initiation of the re-attach implementation specific might cause interoperability problems, in case eNodeBs are provided by different vendors, which react differently with respect to the distance to the “primary pool”. Further considerations to that issue are required.
3
Proposal

It is proposed to capture this concept in the internal RAN3 TR. 
It is furthermore proposed to agree on the following principles, which are outlined in this contribution:

(
An aGW change in LTE_ACTIVE shall be avoided.

(
User inactivity periods are detected in LTE_ACTIVE either by the eNodeB or the aGW. If the aGW decides to relocate the UE-contexts into an aGW of an neighbouring/distant pool area. 
(
eNodeBs are configured to belong to a “primary pool” of aGWs. eNodeBs are configured establish an S1 connection to aGWs contained in a “primary pool area” at attach. No aGW change is performed due to UE mobility within the “primary pool area”.

(
In order to allow certain mobility across pool area borders, connectivity between eNodeBs and certain aGWs belonging to different pool areas is a configured as well.
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