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1 Introduction

The interface between eNodeB and O&M infrastructure has been discussed in RAN3 for several meetings and many companies already indicated their preferences. In this contribution, we explain how Nokia sees the O&M architecture in LTE for eNodeB and proposes the way how to position O&M in LTE architecture for eNodeB. 

2 Discussion

To set the scene for the discussion, the following figure illustrates the generic O&M architecture that is anticipated in this contribution. 
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Figure 1. O&M architecture for eNodeB

O&M system of eNodeBs is usually mostly vendor specific and can handle various functions in different ways depending on vendor’s intention. Typical O&M functions can be, for instance, configuration management function, performance management function, fault management and radio network planning distribution (i.e., cell configuration, neighbourhood definitions, etc.)

Since the main role of O&M is to manage the vendor equipment, (i.e, eNodeBs), we believe that O&M system and the connected eNodeBs should be provided from one vendor. With current rather challenging LTE development schedule, one possible way to mitigate schedule issues is to enable re-use the existing O&M platforms, interfaces and protocols of vendors. This approach would likely reduce the development effort, implementation and R&D cost  and unnecessary IOT effort. In addition, it can be expected that the O&M functions would not be as efficient as they could be if they were to be supported via an open multivendor interface. Thus we believe that most of the O&M functions will remain under vendor proprietary area. This is further motivated by the fact that RRM implementation will be vendor specific and it is assumed that some RRM algorithms may need some support from O&M function. Providing for multivendor interfaces in this situation might either reduce innovation or impact to the speed of introduction of such features.
During the last few meetings some companies have proposed to specify an open interface between eNodeBs and O&M server with common NBAP type of functions (i.e. cell configuration and common channel configuration). As part of these proposals it should be evaluated, what is the purpose and benefit of opening just a part of the interface while most of the functions would remain proprietary. Also we have to consider what the consequence is if this interface is not open. Since we believe that the O&M server and connected eNodeBs will be from one and the same vendor, we do not see any drawback not to open even a part of the interface between the eNodeB and the rest of the O&M system. Moreover, we believe that having a partially open interface will bring only workload without any clear benefit. Defining a standard interface and maintaining it in a backward compatible way would require a lot of work not only now but also in the future.

Some companies have also indicated that multi-cell RRM should be co-located with O&M server. However, it should be noted that the number of centralized RRM servers, which take care of multi-cell RRM, and the coverage of such a server in the network will heavily depend on the RRM algorithms in them. The coverage of one centralized RRM server cannot be expected to be the same as the one of O&M server. Moreover, as the purpose of these two network entities is different and since they are assumed to have different requirements on scalability, it is believed that we have to consider centralized RRM server, if any is needed at all, separately from O&M Server.

3 Conclusion and Proposal

In this contribution the general aspects of O&M functions in LTE for eNodeB have been explained. As shown in the previous section, Nokia does not see benefit to define a partial open interface to allow cell configuration or common channel configuration type of function between O&M Server and eNodeB. Moreover, because of the different scalability and functionality we believe that optional centralized RRM server and O&M server should be two separate entities provided that RAN3 concludes that centralized RRM server is needed in LTE architecture.

It is proposed to capture the agreement above in the relevant TR. 
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