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1. Introduction

At the latest RAN3 meeting the handling of various RRM functions in E-UTRA has been discussed. The RRM functions including, resource allocation, handover, admission control etc are expected to reside in Node B. The handover latency is critical for the overall E-UTRA system performance in terms of fulfilling the desired grade of service and high bit rate. RAN3 has decided that the handover decision shall be taken by the Node B. Hence, in this contribution we focus on the end Node B based handover, where the handover decision is made by the Node B [1]. An efficient Node B based handover will require inter-Node B communication to exchange list of measurements and handover related signaling [2]. This contribution proposes a mechanism whereby unnecessary inter-Node B negotiation and cell resource measurement reports are used for handovers can be minimized in some scenarios.

2. Impact of Congestion on Handover
In E-UTRA there are several types of radio and network resources that are assigned to a radio bearer by the serving Node B. Some important resources that are to be used in E-UTRA are listed below: 

· Downlink transmit power

· Uplink received total Interference

· Downlink resource blocks (DL RB)

· Uplink resource blocks (UL RB)

· Uplink transport network channels

· Downlink transport network channels 

· Hardware resources

· Etc.

A Node B shall measure all or some of these quantities over a certain time interval and report them to the neighbour Node Bs in event triggered or periodic manner. The serving Node B shall utilize these measurements for various RRM functions notably for the handovers. For instance the serving Node B can select the best possible neighbor Node B in terms of available radio and network resources to perform handover. This will prevent or at least minimize the handover attempt failures. 
However, an interesting situation can arise whereby a handover request at the target Node B can be denied due to the lack of availability of any one of the cell resources listed above. To prevent handover failure in this scenario, the serving Node B shall avoid sending a handover request to such a target Node B. However, this prevention mechanism results in wastage of signaling exchange and measurement reports in case handover attempt is aborted. 

It may also be possible that the available resources at the target Node B are not fully occupied but still the quality of service of the on going radio bearer connection at the target Node B is barely fulfilled. In such a scenario, it is not advisable to send handover requests. This is due to the fact that the target Node B may either reject the handover request or the performance of the active radio bearers at the target Node B may be adversely affected. 

Hence, a simple mechanism is needed that can keep the serving Node B from sending handover requests to the target Node B, which is congested. This will avoid handover attempt failure and will also minimize handover failures. As also discussed earlier the reporting of cell congestion status can be beneficial for inter-Node B RRM performance [3]. 

3. Congestion Indication 

Based on the arguments in section 2, we believe it is advantageous that each Node B communicates its congestion status to its neighbour Node Bs in simple manner. The congestion status should be generated based on the following two sets of measurements at the Node B:
· Measurement of Node B resources
· Measurement of quality of service and/or average bitrates of on going radio bearer connections
Some important Node B resources were described in section 2. The second set of measurement (QoS) can be characterized by performance measures such as user satisfaction, grade of service (radio bearer blocking and dropping probabilities), cell edge bit rate etc. The inclusion of the second set of measurements (ongoing QoS) for generating the congestion status protects the performance and quality of the existing radio bearers. 
The Node B can indicate congestion in case any one of the above sets of measurements does not fulfill certain target thresholds. The algorithm that generates congestion status at the Node B can be implementation dependent such as setting of thresholds levels, quality of service criteria etc. However, congestion status signaling mechanism and its meaning can be standardized to ensure interoperability between Node Bs from different vendors.  
3.1. Congestion Signalling Mechanism


The congestion status can simply be a single bit of information indicating ‘Congestion’ or ‘No congestion’. This will assist the serving Node B to avoid sending handover requests to the Node B, which indicates ‘Congestion’. 
However, different services may require different amount of resources. For instance, services like speech (whose quality of service requirement is more stringent but require low bit rate) require different resources than better than best effort data services. Thus, it is advantageous to have multilevel congestion status reporting i.e. some intermediate levels between congestion and no congestion states. Multilevel congestion status can be realized in the following two ways:

· By using more bits (e.g. 2 bits for 4-levels)

· By using state transition with same number of bits (e.g. 1 bit for 4-levels)

Table 2: Different signalling mechanisms to report 4-level congestion status
	Congestion Flag
	Meaning

	Method 1:

2-bits
	Method 2:

State transition (states)
	

	00
	1
	NO congestion

	01
	2
	Accept medium bit rate

	10
	3
	Accept low bit rate

	11
	4
	Congestion


The state transition based signalling mechanism for 4-level congestion status is also illustrated by 4-state transition diagram in figure 1. 
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Figure 1: 4-level congestion status realized by single bit using state transition method

The state transition method (method 2 in table 2) governs the transitions between congestion states rather than indicating the congestion level itself. Thereby multiple congestion levels are maintained but the signalled information between network nodes (Node Bs) is 1 bit at a time. The serving and target Node Bs will have to remember the current states of the congestion status. However the obvious drawback of this method is that only successive congestion states can be reported using 1 bit. On the other hand in method 1, whereby each state is explicitly represented by 2-bits, a congestion status report can be completely independent of the previous one.
3.2. Transportation of Congestion Status


The simplest way to send the congestion flag is via the control plane (Node B-Node B interface) in E-UTRA as shown in figure 2. A Node B may also multicast its congestion status to a group of Node B such as neighbor Node Bs over the same Node B-Node B interface. Thus, this mechanism is also in line with the method of publishing measurement reports in LTE as described in [4]. 
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Figure 2: Transportation of congestion status
4. Conclusions

In order to perform successful handovers, different resources have to be allocated in the target Node B. Therefore, the availability of all of the required resources has to be ensured. In this document we have indicated the problem associated with the information exchange between Node Bs and have proposed a method whereby this problem can be solved in a simple manner. According to the proposed method each Node B can indicate its congestion level to its neighbour Node Bs. This will keep the serving Node B from sending handover request to a congested Node B. The proposed method can avoid handover attempt failure and minimize handover failures. 
5. Proposal

A simple way of indicating congestion at the Node B has been described in Sections 2 and 3. It is proposed that RAN3 further discusses this scheme and include Sections 2 and 3 in Section 6.3 of TR R3.018. 
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