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1. Introduction
Concerns have been raised with respect to not operating flow control on the S1 interface but to instead rely on a packet queue management function operating in the eNB for downlink traffic on S1, and potentially also in the Evolved Packet Core (EPC) for uplink traffic on S1. The concerns relate to packet losses caused by such a queue management function and the potential impact on the PDCP functions ciphering and header compression. A potential impact would be the loss of ciphering and/or header compression context at the PDCP receiver, and thus the need for re-synchronization which might then result in a loss of end-to-end performance.
The discussion in this contribution has been limited to the downlink case, i.e., queue management in the eNB. However, the same discussion would also apply for the uplink case, i.e., queue management in the EPC. When referring to the term ‘queue’ in the following it is assumed to be a queue of PDCP PDUs.
This contribution motivates why the occurrence of the above mentioned problems caused by queue management in the eNB should be regarded as being so rare and exceptional that the effort of standardizing a flow control function for the S1 interface would not be justified.

2. Discussion
Problems for the PDCP functions ciphering and header compression might occur in case of a series of back-to-back losses of PDCP PDUs on S1 that occur per ciphering entity and/or per IP flow in case of IP-based header compression. Thus, this discussion focuses on the probability of the occurrence of such an event. A potential impact would be the loss of ciphering and/or header compression context at the PDCP receiver, and thus the need for re-synchronization which might then result in a loss of end-to-end performance.
It is important to note that the following discussion not only applies to queue management in the eNB, but it likewise applies to queue management at other locations on the SA1 interface. For example, it can be assumed that queue management is implemented in IP routers of an IP-based S1 transport network.
An eNB handles traffic in terms of SAE Radio Bearers (RBs) which are the granularity of QoS control (see Section 7.12.4 in [1]). For the purpose of this discussion a distinction is made between GBR RBs and Non‑GBR RBs with the understanding that the establishment/modification of a GBR RB triggers admission control in the eNB while the establishment/modification of a Non‑GBR RB does not trigger admission control in the eNB.
The following assumptions are made:

· In a typical SAE/LTE deployment RealTime (RT) components of operator‑controlled services (e.g., IMS Multimedia Telephony) will be realized on GBR RBs. 

· With proper configuration and dimensioning (e.g., DL-SCH scheduling priorities, admission control thresholds, etc.) the queues of GBR RBs will be mostly empty.
From this it is concluded that a realistic risk for a series of congestion-related back-to-back losses of PDCP PDUs caused by queue management in eNB would only exist for Non‑GBR RBs, in particular those that are associated with a low DL-SCH scheduling priority.
It is well-known that persistent congestion (large average queue sizes and high packet drop rates) – which is an essential precondition for the occurrence of a series of congestion-related back-to-back losses of PDCP PDUs – will not occur as long as only a few (e.g., less than 100) traffic sources share the same queue at the bottleneck link of an end-to-end path, and as long as those traffic sources have implemented a TCP-compatible congestion control scheme. Note that in response to a packet loss TCP halves its send rate. In fact, this rate halving behaviour of TCP is widely acknowledged as the basis for the stability of the Internet. Note also that this discussion is in principle independent of the queue management scheme implemented at the bottleneck link, e.g., whether it is a passive drop-tail queue management scheme, or an active queue management scheme which is tailored to maintaining free buffer space for the purpose of absorbing burst arrivals of packets. It should be noted, however, that active queue management schemes are known to reduce packet drop rates [2], and are widely deployed in state-of-the-art IP routers.
Furthermore, numerous studies in the past years have shown that traffic in the Internet is largely dominated by TCP (e.g., see [3], [4]). This is due to the fact that the most popular applications used across the Internet are TCP-based, e.g., e-mail, WWW, FTP, peer-to-peer file sharing, and streaming video realized as progressive download.

NOTE:
Even though it is not directly related to this discussion such traffic analysis studies highlight another important aspect that should be considered within the RAN groups in the context of LTE: more than 50 percent of all IP packets in the Internet are small (roughly 40 bytes). To a large extent those are the TCP acknowledgements and TCP connection management messages (SYNs / FINs). When assuming for an SAE/LTE access network a larger share of VoIP traffic then an even larger percentage of IP packets will be small. And when also assuming a wide use of IP‑based header compression within an SAE/LTE access network then those small IP packets will result in even smaller PDCP PDUs (e.g., roughly 5 bytes in the case of a TCP acknowledgement). This should be considered when evaluating link and physical layer overhead.
It seems save to assume that a similar traffic mix, i.e., mostly TCP-based, can also be expected on the Non‑GBR RBs of an SAE/LTE network. Furthermore, it seems save to assume that only a few concurrent IP flows will share the same queue associated with a Non‑GBR RB. 

Thus, it is concluded at this point that the risk for a series of back-to-back losses of PDCP PDUs caused by queue management in eNB must be low. 
A remaining potential risk for a series of back-to-back losses of PDCP PDUs caused by queue management in eNB associated with Non‑GBR RBs stems from traffic sources, e.g., UDP-based applications, that are not responsive to packet loss, i.e., that do not reduce their send rate in response to packet loss. However, note that most of the UDP-based applications that are used widely today employ non-standardized (in the IETF) send rate reduction schemes (e.g., streaming clients). Furthermore an SAE/LTE network can to a large extent be protected from the mentioned potential risk by operating a rate policing function per bearer. Note also that the mentioned potential risk only exists for the particular Non‑GBR RB that carries such an unresponsive flow. Thus, unresponsive flows can not adversely affect the traffic carried on other RBs; in particular not the traffic of other UEs.
In summary, it is concluded that the occurrence of problems, e.g., the loss of ciphering and/or header compression context at the PDCP receiver, caused by queue management in the eNB can be safely regarded as being so rare and exceptional that the effort of standardizing a flow control function for the S1 interface would not be justified. Thus, no significant impact on the PDCP functions ciphering and IP-based header compression should be expected since with sufficiently long PDCP sequence numbers ciphering can tolerate moderately long series of back-to-back losses of PDCP PDUs, and the same is true for IP-based header compression (independent of the size of the PDCP sequence numbers).
4. Conclusion
It is concluded that the occurrence of problems, e.g., the loss of ciphering and/or header compression context at the PDCP receiver, caused by queue management in the eNB can be safely regarded as being so rare and exceptional that the effort of standardizing a flow control function for the S1 interface would not be justified. Thus, no significant impact on the PDCP functions ciphering and IP-based header compression should be expected since with sufficiently long PDCP sequence numbers, ciphering can tolerate moderately long series of back-to-back losses of PDCP PDUs, and the same is true for IP-based header compression (independent of the size of the PDCP sequence numbers).

Thus, it is concluded that there is no need “to define solution(s) to avoid bulk discarding in eNodeB and/or bulk loss in S1 interface of downlink packets, or solution(s) to prevent HFN mismatch when bulk discarding / bulk loss is unavoidable.” [5]
5. Proposal

It is proposed that the working group considers capturing the discussion of Section 2 in an informative annex of the RAN3 LTE TR.
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