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1. Introduction
It has recently been stated in RAN3 that broadcast / multicast service should be made available within EUTRAN, so that MME, RRM server, or individual ENBs be able to send messages to a multiplicity of other ENBs.

In last RAN3#51bis meeting in Sophia, it was agreed that paging messages should be sent from MME directly to each ENB within the tracking area the UE is registered, and that use of IP multicast at transport level will be considered for distribution. [1]. It was commented at the meeting that doing otherwise (as proposed in mode 4 in [2]) would require the building and configuration of complex routing trees.

Also in [3], it was clarified that such multicast and broadcast services within EUTRAN would also most probably be needed for RRM support, either from a central RRM Server to ENBs, or from each ENB to its neighbour ENBs.

This contribution shows a scheme for broadcasting information over ENBs within the wired network, which relies on multi-hoping, and discloses one solution how routing trees could easily be determined and configured in such case.

2. Multi-hop broadcast service
Assuming that one of the EUTRAN network elements (e.g. MME, UPE, ENB, RRM Server, Logical O&M, …) has to broadcast a message to all other ENB equipment, we study in this contribution the possibility that such message is broadcasted to the network of ENB via multi-hop broadcast.

It is assumed that each ENB is securely connected to a limited number of surrounding ENB via X2 interface. The source network element selects one ENB as a potential source for broadcast, and sends the broadcast message to that source ENB. The source ENB then relays the broadcast message to all other neighbour ENB, via its X2 interface.

At each hop, the receiving ENB then relays the broadcast message to a predetermined route of other surrounding ENBs. The predetermined route is selected by the source ENB who sent the received broadcast message. After some hops, the message can reach each ENB within the network of ENB.

The assumed scheme requires that ENB holds some predetermined routing tables, which have to be configured in a clever way, so as to make sure that each ENB receives the broadcast message once and only once, and with a minimum number of hops. It was commented that establishing such routing tree, is in itself a difficult task, and that maintaining such trees is also needed each time a ENB has to be deployed /removed in the network.

The following section presents a way to build such routing trees which could be easily be determined and configured.

3. Routing tree building principles
According to the proposal, the principles for ruling the routing trees are as follows :

· to each ENBi corresponds one ranked list Li of ENBj, neighbours to ENBi.

· For each neighbour ENBK, ENBj, receiving a broadcast message from ENBi, relays the message to ENBk if and only if

· ENBk is not in Li list

· Any ENBn, with higher rank than ENBj in Lk list, are not in Li list.
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Figure 1: Determination of routing rules at ENBj

These proposed routing conditions are pretty simple and easy to implement, and makes sure that ENBk will receive the message from, and from only ENBj, where ENBj belongs to both Li and Lk, with highest rank in Lk.

Such routing conditions are thus uniquely determined, provided the knowledge of all lists Li. The precise ranking method of such list is of no importance, and is a matter of optimization. For instance, the ranking could be made with respect to round trip time over X2 interface.

It can be argued if the determination of such list, and the determination of such routing conditions should be implemented in a centralized device or in a decentralized way. 

· In case of determination in a centralized device, the centralized device can make the ordering alone, and send the result of the determination to each ENB individually. It could also receive from ENB the lists ranked by the ENB in case specific ordering enables optimized routing trees. Different ranking methods can be applied for each ENB, provided that one ranked list only is used per ENB.

· In case of determination in a decentralized way, ENB could determine its routing conditions alone, provided that each surrounding ENB have sent its ranked list.

In any case, the routing conditions can be made available at each ENB, which can hold for each its neighbour ENB, one set of multi-hop broadcast routing tables, each table containing the set of ENB to which the message received from a given neighbour ENB has to be relayed.
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Figure 2: Set of multi-hop broadcast routing tables in one individual ENB (one per neighbour ENB)

Also, when an ENB gets connected or is disconnected, the entire tree needs not be reconfigured. The lists Li of its neighbour ENBs must be updated, and only routing conditions at each neighbour ENB need to be updated. The computation itself is really simple.

It should also be noted that as the EUTRAN elements can select any ENB as initial ENB to start the multi-hop broadcast scheme, the related signaling can be easily shared by each ENB without the need to change the set of multi-hop routing tables at each ENB level.
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Figure 3: Various trees generated from one single set of multi-hop broadcast routing tables
(purple : initial source ENB)
4. Conclusion

It was shown that the building of routing trees to be used for the propagation of multi-hop broadcast messages can be achieved in a quite simple way, relaxing some requirements on the complexity of establishing and maintaining such trees.

Should broadcast mechanism be introduced for EUTRAN, e.g. for RRM cooperation, propagation of O&M information, etc, we kindly request RAN3 community to consider the multi-hop broadcast scheme as a potential feasible solution. Similar solution can be applied to multicast too.
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