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Introduction

This contribution proposes the text in TR R3.018 on the traffic load reporting.

CR to TR R3.018 v0.3.0
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6.12.X Traffic Load Reporting

6.12.X.1 Architecture Types

The different types of architecture analysed below address only the needs of measurement reporting for mobility reasons and not for any kind of inter-cell interference mitigation mechanism. It is assumed that the LTE mobility control function is located in the Node B.

The measurement reporting can be centralised in an RRM server or distributed (meaning effectively that an RRM Server is implemented in each Node B). RRM server is a logical entity and it can be physically co-located with the pool of AGWs, with one of the Nodes B, with UMTS RNC or be a separate physical entity. The last two cases will be analysed jointly. Note that co-location is used here in a sense that there is no open interface between them. The main difference between different co-location scenarios is the mapping of logical interfaces (red, blue and green in the figures) on physical interfaces (Node B- Node B, Node B – AGW, etc.)

At present, SA2 discuss architecture solutions suitable for the mobility between 3GPP and non-3GPP systems. In order to achieve efficient mobility algorithms, it is important that the 3GPP-non 3GPP mobility is coherent with the intra 3GPP mobility. It is also desirable to take into account measurements from the access network into the mobility decision. Among them, traffic load is one of the main candidates. Therefore some contributions foresee a need for an additional node known as Inter System Mobility Manager located in the Core Network.

In order to reduce the signalling for reporting to ISMM, event triggered reporting completed with polling when necessary seems to be an appropriate solution. Piggy-backing may be difficult to implement due to the relatively low frequency of the inter-system (between 3GPP and non-3GPP) handover procedure.  
6.12.X.1.1 Standalone Server 

One of the possibilities of the location of the RRM server is not to integrate it with any element of the SAE/LTE system. It could be co-located/integrated with UMTS RNC or entirely separate.


[image: image6.png]



Figure X1: Measurement reporting with standalone server

Two advantages of integrating the RRM server with the RNC can be identified:

· Re-use of the transport network connection already configured for UMTS Iub interface

· Direct access to traffic load information in 3G system.

Of course, the co-location of RRM server with the UMTS RNC may not be always possible.
Blue interface is used to collect the information from Nodes B in master/slave relation. This is a one-to-many interface. Nodes B register to the server, report the load measurements from their own cells and receive recent load measurements of other cells (inter and intra-system) that are available in the RRM Server. Both periodical and event triggered reporting may be used in uplink, while periodical is better suited for downlink. 

Red interface is used to exchange information with other RRM servers in order to assure the load measurement reporting between neighbours in border regions. This is a many-to-many interface and a peer/peer relation. While it is an open question whether direct signalling procedures through this interface rather than O&M configuration should be possible (for reporting cells list configuration, reporting parameters configuration), it has to be kept in mind that careless configuration of this interface as well as inter-operability problems due to different implementation may have a strong impact on the generated signalling load and information availability. This is why periodical reporting is a good candidate for this interface.

Green interface is used only for inter-system load information. RRM Server could act as a ghost LTE Node B and transmit and receive load information from RNC/BSC through the AGW and the SGSN using transparent containers (cRRM principle). The periodic mode could be used in this case. The green interface might not be needed if all the information on 3G and 2G load can be extracted from the UMTS RNCs by proprietary means (physical integration of RRM Server in every RNC and then transmitted through red interface). Another possibility to avoid the green interface is a hybrid mode: piggybacked mode for inter-system cell load exchange directly between the RNC/BSC and the LTE Nodes B during inter-system handover procedure (cRRM principle again) and then eventually reporting it periodically to the RRM Server together with own load information, for further propagation. The disadvantage of this solution is that either RRM server functionality needs to be implemented in UMTS RNCs creating de facto a need for a support of a new interface in the RNC or a separate physical node needs to be added to the system. 
Regarding the 3GPP to non-3GPP mobility, this architecture limits the number of interfaces between the Mobility Manager and the RRM servers, comparing to the distributed architecture. This limited number of interfaced nodes is particularly important when a new configuration has to be installed (for example when the Mobility Manager algorithms change). The RRM server should be able to generate events for the Mobility Manager; those events are not necessarily the same as those used for intra-3GPP mobility.
6.12.X.1.2 Primary AGW

RRM Sever could be physically integrated into one of the AGWs in the pool, which could be called a primary AGW. The advantage of this solution is that the existing transport network topology could be reused, but there may be a problem with a scalability of such solution and the fact that radio functions are implemented in the core network.
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Figure X2: Measurement reporting with RRM Server functionality located in the AGW

The blue and red interfaces are the same as in the previous case. As it can be seen on the figure, there is no need for the green interface, as the primary AGW itself can act as a ghost Node B to send and receive periodically load information to and from 3G and 2G. Another possibility would be to handle inter-system load reporting with piggy-backed mode directly between the RNC and the interested Nodes B (cRMM-like) and then eventually propagate it between the Nodes B through the Primary AGW. The Primary AGW could also extract directly the load information from the transparent containers in inter-system HO messages to the Nodes B, but it is a risky solution.

Regarding the 3GPP to non-3GPP mobility, this architecture has the same characteristics as the previous one. As the AGW is already interfaced to the core network entities, the interface with the Mobility Manager may be easier to standardize.
6.12.X.1.3 Master Node B

Co-locating the RRM Server with one of the Nodes B allows to use existing transport network configuration and to still keep the separation of the core network and radio network functionalities, while centralising the exchange of load information. The Master Node B would require increased redundancy protection.
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Figure X3: Measurement reporting with RRM Server functionality implemented in Master Node B

The red and blue interfaces are the same as in the standalone server case. The green interface may be used for periodical or eventually piggy-backed information exchange with 3G and 2G (there would actually be nothing special about this interface as the master Node B is a real Node B rather than a ghost). Note that not only Master Node B's own load information would need to be exchanged, but also the load of all slave Nodes B and their peer 3G and 2G cells. This would significantly increase the size of inter-system HO messages in piggybacked mode and may have a negative impact on inter-system handover duration to and from the Master Node B. Alternative solution, like in other cases, is distributed piggybacked inter-system load information between the RNC/BSC and all the Nodes B and then eventual central propagation through the Master Node B.

Regarding the 3GPP to non 3GPP mobility, this solution has the same characteristics as stand alone server. 
6.12.X.1.4 Distributed
In the situation when specific RRM Server functionality is not implemented, de facto RRM Server functionality needs to be implemented in each Node B. 
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Figure X4: Distributed measurement reporting

Existing transport network configuration may be reused for the measurement reporting. The blue interface becomes an internal interface. As to the red interface, even if the number of its instances increases drastically, it is still the same red interface as in the standalone server case. Also, the same constraints apply. It is a many-to-many interface and a peer/peer relation. Careless configuration of this interface as well as inter-operability problems due to different implementation may have a strong impact on the generated signalling load and information availability. Periodical reporting is a safe choice for this interface.
Like in the Master Node B case, there is nothing additional in the green interface comparing to the S1 interface. Piggy-backed mode, possibly enhanced with polled or spontaneous mode seems to be best suited for the inter-system information exchange. Up-to-date inter-system information could be also further broadcast between the Nodes B.

Regarding the 3GPP to non-3GPP mobility, this architecture requires that all the Node B interface with the Mobility Manager. As a consequence, each Node B should register to the Mobility Manager separately making the configuration phase more complicated and time consuming. The Node B should be also able to generate events for the Mobility Manager in a specific format. As those events are not necessarily the same as those used for intra-3GPP mobility they may require additional implementation and configuration effort. When polled, Node B can report its own load as well as the load of its neighbour Nodes B.
6.12.X.2 Bandwidth Estimation

Let us attempt to estimate bandwidth needed for inter-Node B traffic load reporting. We shall take a worst case scenario with the following assumptions:

· Periodical reporting is used

· Each Node B has three cells

· The average number of neighbouring cells is 30 per cell, roughly one third of them common between the cells in the same Node B, making it approximately 70 neighbouring cells per Node B and 30 neighbouring Nodes B per Node B

· The header size (UDP, IP, IP Sec, etc) is 40 bytes

· The load information from one cell requires 10 bytes to be encoded

· For simplicity, only intra-LTE information is considered

· Reporting architecture could be distributed or centralised

· Reporting period is one second

In the centralised case, the information reported by the Node B in uplink will require:

3 * 10 + 40 bytes /s = 0.56 kbps per Node B

And the information received in downlink will require:


70 * 10 + 40 bytes/s = 5.9 kbps per Node B

In the distributed case, the information reported to (uplink) or received from (downlink) other Nodes B will require:


30 * (3 * 10 + 40) bytes/s = 16.8 kbps per Node B in each direction

Those figures show that the bandwidth required for traffic load reporting is negligible compared to peak and cell edge user data rates required for the LTE.
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