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1. Introduction

In this document the requirements for the User Plane protocol on S1 and X2 interface are defined. The requirements concerning the transport protocols or the protocols above the User Plane protocol are outside the scope of this document. 

2. User plane of S1 interface

User plane of S1 interface is between the AGW and the eNodeB. More specifically it is between the UPE functional entity of the AGW and the eNodeB. Provided that there are no significant differencies identified in the User Plane protocols on S1 and X1, then the same User Plane protocol is assumed to be used also on X2 interface between two eNodeBs.

2.1 Characteristics of S1 User Plane

The User plane protocol of S1 is characteristically a tunnelling protocol. It provides transport service for PDCP Protocol Data Units over S1. PDCP PDUs in turn contain header compressed and ciphered PDUs (IP packets). PDCP Header conveys (among other information) an unciphered Sequence Number. The peer PDCP protocol entity is in the User Equipment. The transport below the User Plane protocol is assumed to be IP based. 
3. Requirements of S1 User Plane protocol

In the following the requirements of the User Plane protocol on S1 are discussed in detail. In the end the identified requirements are listed as the conclusion of the discussion.

3.1 Minimised protocol overhead

S1 interface is between the AGW and the eNodeB. The same protocol is assumed to be used also on X2 interface between the eNodeBs. Both of these interfaces traverse the last mile of the LTE Access Network. At least in certain LTE deployments it is assumed that the Access Network transmission is capacity limited due to cost, availability or other reasons. Consequently the User Plane protocol on S1 shall have a minimised protocol overhead.

3.2 IP version independence

The S1 User Plane protocol needs to operate on top of both IP versions, version 4 and 6, in order not to introduce any unnecessary restrictions regarding the transport network within E-UTRAN. 

3.3 Ability to encapsulate PDCP PDUs

The payload of S1 User Plane protocol is PDCP PDU. The PDCP PDU itself is expected to convey a header compressed and ciphered IP packet. PDCP PDU has an unciphered PDCP protocol header. S1 User Plane protocol needs to be able to carry a PDCP PDU in its payload.

3.4 Logical identification of the User Plane protocol instance

The User Plane protocol instance on S1 interface is a tunnel. The tunnel needs to be identifiable among other tunnels in both tunnel end points by a logical ID that is assigned to it when the tunnel is created and that is attached to each S1 User Plane protocol PDU. This logical ID is similar in nature e.g. to the Tunnel Endpoint Identifier of GTP. 

In the LTE/SAE Bearer model the User Plane protocol instance on S1 corresponds to a SAE Access Bearer Service instance. The logical ID attached to the User Plane protocol PDU is used in the receiving end for identification and consequently to determine the desired QoS, etc. treatment of the packets. In addition to the logical ID there is no need for additional QoS related information on User Plane protocol layer.

The S1 User Plane protocol shall have a logical ID in the protocol header for tunnel identification. The range of the ID is FFS.

3.5 Reliability of service on S1 User Plane

Transport on S1 interface is assumed to be IP based and by default not reliable. It is assumed that S1 may get routed over a network of routers. All this together results in the possibility that some packets maybe get discarded on S1 or some packets may arrive out of sequence in the receiving end of S1. Generally packet loss and also out of sequence delivery are “business as usual” in the Internet. Consequently the internet applications are expected to survive in those conditions, either by themselves or by relying on the proper transport layer between them end-to-end (e.g., SCTP, TCP, UDP). 

Regarding S1, also radio ciphering and header compression are applications using the interface. To make them work properly, a re-ordering service should be defined as part of SAE/LTE functionality. RAN WG3 has already concluded that the re-ordering should preferably be end-to-end on PDCP level. While the final conclusion from RAN WG2 is yet to come, it is assumed in this document that the PDCP layer has the re-ordering functionality. Furthermore, in order not to generate any excessive degradation to any service carried over S1, the transmission network between AGW and eNodeB is assumed to be properly dimensioned and decently managed. As a consequence of the management, the route stability is expected to be high, reducing the occurrence of out of sequence arrivals due to routing reasons.

3GPP TSG-RAN has already agreed to locate the Outer radio interface re-transmission protocol (ARQ) in the eNodeB and the UE. Consequently there will not be any single re-transmission loop spanning between AGW and UE.

If S1 interface was to be a reliable interface, there would then be two options available. Either 1) TCP is used as the transport layer protocol between AGW and eNodeB or 2) S1 User Plane protocol is so defined that it supports loss detection and re-transmission. Defining S1 User Plane protocol to be reliable would add significant complexity both in the protocol specification and in the product implementation due to the needed buffering and buffer management. The same applies for TCP. All additional processing overhead affects the expected amount of connections a node can handle. TCP as a connection-oriented type of protocol with a three-way handshake would also create additional latency in the tunnel setup. Reliability on S1 would introduce a re-transmission loop within re-transmission loop as loss sensitive applications are supposed to use TCP as their end to end transport protocol. In this scenario the inner loop, i.e., S1 re-transmissions, can interfere with the outer loop as the RTTs on S1 can be relatively long for best effort data. 

At this point it is noted that the re-transmission over LTE radio (RLC/HARQ) is assumed to work on signifcantly shorter time scales than any end-to-end TCP re-transmission.

Consequrently, it is seen that while the re-ordering of packets on PDCP layer takes care of both S1 and radio interface out-of-sequence arrivals, the loss of packets on S1 is not taken care of by any other protocol than the end-to-end transport, provided that TCP is used there. This in turn necessitates that both header compression and ciphering are defined in a proper way and with reasonable assumptions about the characteristics of S1 interface (availability, dimensioning, management). 

3.5.1 Possibility for a Massive data loss on S1

In [1] there is an analysis of consequencies of a “bulk data loss” between the ciphering and deciphering entities of LTE/SAE, and a proposal on how to cope with it in order not to cause any major degradation in service due to unsynchronised ciphering reference (HFN). The bulk data loss refers to an event where there is a loss of so many consequtive data packets in a given SAE Access Bearer that the PDCP SN would wrap around and cause Hyper Frame Number mismatch in ciphering. Here the HFN is assumed to count based on PDCP wrap-around. It is noted that the notion of HFN in SAE/LTE is FFS. It is also noted that in the case of such a massive data loss as depicted in [1], there would anyway be a significant degradation in the service quality, simply because of the lost packets. 

The proposal in [1] assumes that eNodeB would be able to detect the bulk data loss and react accordingly towards AGW, e.g., by re-setting the HFN counter. Provided that the bulk data loss happened in the transmission network between the AGW and the eNodeB, the bulk loss may remain undetected unless there was an additional sequence number in S1 user plane protocol with significantly higher range than what is there in the PDCP. This additional SN would result in increased User Plane protocol overhead on S1. The resulting procedure that would be triggered by the bulk data loss would in turn introduce additional complexity in S1 User Plane protocol itself. If the procedure involved a counter reset, it would also introduce the need for some additional signalling to UE. For these reasons there would have to be good justification for any additional capabilities in S1 User Plane protocol to cope with the issue of massive data loss.

In the discussion about [1] in RAN WG3#51bis it was concluded that there was no common view about the relevance of such an event where the bulk data loss of anticipated magnitude could take place. It was also noted that in case of TCP end-to-end, it should react already before the bulk data loss, efficiently throttling down  the packet rate on that connection. In case of UDP transport there is no flow control available end to end. However, even with UDP protocol it is assumed that there is a user specific, subscription based rate limiting for all traffic passing through the AGW. This rate limiting does not remove the possibility for some serious congestion and data loss in eNodeB buffers provided that the radio throughput is suddenly and significantly decreased. However, such situations resulting in massive data loss, instead of loss of fewer packets, are expected to be abnormal.

In addition to eNodeB buffers, the data may also get discarded within the transmission network due to some temporary congestion there. Due to the high bit rates available in LTE radio, it is assumed that the capacity of the transmission network on S1 may not always match with the amount of offered traffic. When this is the case, then congestion in the transmission may happen. However, the temporary congestion in the transmission is not supposed to result in a massive loss of consequtive packets of any given SAE Access bearer. As stated earlier, in order to detect the bulk data loss that has taken place in the transmission, the S1 User Plane protocol sequence number would have to have a bigger range than the sequence number used in PDCP. Otherwise the PDCP SN could be used in the eNodeB for detecting the loss. 
As a conclusion, S1 User Plane protocol does not need to provide reliable transport service. S1 User plane protocol does not need to support the detection of packet loss either.

3.6 Control of User plane flows on S1 interface

Flow control on S1 would allow explicit control of the amount of data that is there in the buffer of the receiving end. Due to the characteristics of S1, flow control could be considered mainly for the downlink flows, i.e., for the flows towards the LTE radio. Flow control mechanism on S1 would effectively distribute the radio interface buffering from one place, eNodeB, to two places, eNodeB and AGW. Consequently the amount of buffer needed in the eNodeB would expected to decrease. However, the total amount of buffering would not decrease but likely increase. 

The needed amount of buffer in the eNodeB when no flow control is used is not seen as an issue, as memory is readily available. Although the details here are likely to be an implementation issue, it is assumed that the memory needed for the buffering of the received PDCP PDUs in the eNodeB does not need to be anything “special”, e.g., DSP internal. 

The introduction of flow control on S1 would not remove the possibility of buffer overflow or congestion. If the total amount of buffer was increased, it could be increased in the eNodeB alone. The consequence of the buffering in the AGW would become visible in the case when buffers start to overflow. By distributing the buffer it is less likely that enough many consecutive and ciphered packets will get discarded to cause problems in ciphering. However, as stated earlier, this bulk data loss would create problems in the service even without ciphering related issues.

The LTE radio is based on scheduling that takes place in eNodeB. From the scheduling efficiency viewpoint it is beneficial that the data is available in the eNodeB buffer when the scheduling decisions are made.

The flow control on S1 would not reduce the user plane delay as the total amount of buffering would not be smaller. In Handover scenarious the amount of data that would have to be forwarded in case of lossless intra-LTE handover might be smaller if flow control was in use. Irrespective of the flow control, the data forwarding is still needed on X2, so the flow control would not have any impact on the complexity of the X2 or of the lossless handover as such.

As a conclusion, the S1 User Plane protocol does not need to have a flow control mechanism.

3.7 Re-ordering of packets

As stated in 2.2.5, S1 interface is not reliable and it may also cause the stream of packets to get out of sequence. In this document it is assumed that the PDCP protocol between UPE function in the AGW and UE provides the needed re-ordering capability.

RAN WG3 has already agreed that in addition to PDCP layer re-ordering, there will not be any additional re-ordering function in the eNodeB or AGW for S1 interface. Thus in-sequence delivery is not a requirement for S1 User Plane protocol. This agreement is pending on RAN WG2 confirmation about the PDCP capability.

3.8 Support of lossless Intra-LTE Handover

It has already been agreed in TSG-RAN that the Intra-LTE Handover takes place directly between the source and the target eNodeB. The X2 interface between eNodeBs is used for handover signalling. In order to provide lossless Intra-LTE handover, the forwarding of user plane data takes place on that interface. The downlink data that was not yet acknowledged by the UE when the UE was detached from the source eNodeB will be forwarded from there to the target eNodeB. As the re-ordering of data in LTE is relying on PDCP capability, there is no demand for re-ordering on X2 interface either. PDCP Sequence Number is not reset during the HO but the end-to-end sequencing between AGW and UE is maintained, thus allowing re-ordering in the receiver.
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Figure 2. Re-ordering in Intra-LTE Handover

The data that is being forwarded on X2 user plane may get lost between the eNodeBs. The effect of that data loss there is, however, not more significant than the loss on S1. Thus the X2 User Plane protocol does not need any additional mechanism to allow reliable data transfer.

As a conclusion, the data forwarding on X2 does not introduce any specific requirements for the S1 User Plane protocol and thus the same protocol should be used on both interfaces.

4. Conclusions and proposal

Based on the discussion in chapter 3, the common User Plane protocol on S1 and X2 interface will be relatively simple from the requirements viewpoint. Below are the identified requirements for the protocol.

1) The protocol shall provide minimised protocol overhead

2) The protocol shall operate on top of all IP versions, version 4 and version 6

3) The protocol shall be able to encapsulate PDCP PDUs

4) The protocol shall offer a logical identification of the corresponding User Plane instance in the form of an identifier in the protocol header.

Based on these conclusions, it is proposed to incorporate the agreed S1 and X2 User Plane protocol requirements in TR25.912. These agreed requirements give a solid foundation for work on the actual protocol definition.
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