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1. Introduction
For inter eNode B lossless handover, the data forwarding scheme has been proposed as a promising solution in order to avoid the higher layer throughtput performance degradation. RAN3#51bis has agreed that the data forwarding is only mechanism for intra-RAT mobility. This contribution intends to clarify an issue of data forwarding duration which is not clearly addressed so far in other contributions.

Note that the name of interface between EUTRAN nodes is as follows: 

-between eNode B and ASGW:  S1 interface

-between eNode Bs         :  X2 interface

2. Discussion
2.1. Duration of data forwarding
X2 bandwidth is one of important system resource which has to be optimally utilized in order to reduce the running cost of EUTRAN. Data forwarding will generate additional traffic on this X2 interface compared to R99 central node approach in which the buffer packets can be cleared after inter-eNode B handover instead of being forwarded to target eNode B. To handle both normal uplink packet traffics and the data forwarding traffic, several approaches can be considered for dimensioning uplink X2 TNL resources: 

· fixed X2 TNL resource allocation between normal uplink traffic and forwarding traffic; i.e. separate physical TNL resource for X2 and S1. 

· shared X2 TNL resource allocation between normal uplink traffic and forwarding traffic; i.e. shared physical TNL resource for X2 and S1.
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Figure 1: Shared TNL resource for high speed uplink packets and forwarding packets
The fixed separated TNL resource allocation helps the interaction between uplink traffic and forwarding traffic but it could result in some TNL resource under-utilization during inactivity period of either uplink or forwarding traffic. Naturally the shared approach provides the possibility of full utilization of TNL resource. However, there are potential resource contention scenarios in which both traffics are active simultaneously. In those cases, it may not be possible to assume a fixed or rather pre-deterministic duration of forwarding unless the forwarding traffic is absolutely prioritized over all other traffics. Nevertheless, this issue of splitting TNL resource would be rather an engineering issue than standardization issue.

Another issue affecting the duration of forwarding is the buffer size at source eNode B. LTE assumes MAC layer packet scheduling over air interface and it is well known that the scheduling gain over air interface is achieved by sending a bulk of data packets during a good channel condition. Therefore the amount of forwarding data becomes dependent on scheduler policy and channel condition, which results in the non fixed nature of duration of data forwarding.

There may be some other minor cases affecting the duration of forwarding such as simultaneous data forwarding among multiple users leaving a same source eNode B to a same destination eNode B.

In fact, there could be several means to control the duration of data forwarding such as (but not limited to); 

· reduce uplink packet data rate of other UE’s by the mean of scheduling hence allow more X2 TNL resource for forwarding traffic.

· try to empty the downlink buffer meant for forwarding in order to reduce the amount of data for forwarding. 

· hold up the uplink packet data of other users temporally hence allowing more TNL resource for forwarding traffic. 
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Figure 2: Duration of Data Forwarding (red arrows indicates data forwarding stream from source to target eNB)
Due to the above-mentioned two reasons, we propose to agree on 

A duration of data forwarding should be assumed to be flexibly controlled by source eNode B depending on the buffered amount of data and other system wise condition such as available X2 bandwidth..
2.2. Timing for start and end of data forwarding

Based on the current RAN3 assumption of handover procedure, the data forwarding can start:
1. after UE indicated a prefered target  eNode B or;

2. after target cell preparation or;

3. after HO command is sent to UE or;

4. after UE left from current eNode B or;

5. after HO confirmation is received by target  eNode B.
Option 1 would be problematic when the target eNode B rejects the HO request since the forwarded data has to be transferred back to source  eNode B. Option 5 would be too late for real time service traffic since the target  eNode B should send request the forwarding although UE is in ready to receive state. From the view point of X2 bandwidth relaxation, probably Option 2 or 3 could be better hence, we propose to agree on

To reduce X2 burden, the start timing can be earlier than the L1/L2 synchronization. Or even before sending HO command to UE over air interface. The exact timing of start forwarding shall be eNode B implementation dependent issue hence outside of scope of standardization.

Similiarly the data forwarding can end: 

1. before UE to complete L1/L2 synchronization with target  eNode B or;


2. before the target  eNode B to receive HO completion message from UE or;

3. before the target  eNode B to send the path switch to access gateway or;

4. before the target  eNode B to send “Release resources @ source side” to the source  eNode B.
Among these options, it is also desirable to allow the forwarding can end as late as possible such as option 3 or option 4. It could be possible that the target eNode B can only send the release resource request to source eNode B after receiving the End of Forwarding message. 
To reduce X2 burden, the end timing of data forwarding can be later than L1/L2 synchronization. Or even after target eNode B sending the path switching request to the access gateway. The exact timing of end forwarding shall be also eNode B implementation dependent issue hence outside of scope of standardization.

3. Conclusion

In this contribution, we propose to define a duration of data forwarding as described below:
· To reduce X2 burden and hence network operation cost, a duration of data forwarding should be assumed to be flexibly controlled by source eNode B depending on the buffered amount of data and other system wise condition such as available X2 bandwidth. Some means to reduce the duration of data forwading can be:

a reduce uplink packet data rate of other UE’s by the mean of scheduling hence allow more X2 TNL resource for forwarding traffic.

b try to empty the downlink buffer meant for forwarding in order to reduce the amount of data for forwarding. 

c hold up the uplink packet data of other users temporally hence allowing more TNL resource for forwarding traffic

· To reduce X2 burden and hence network operation cost, the start timing can be earlier than the L1/L2 synchronization. Or even before sending HO command to UE over air interface. The exact timing of start forwarding shall be eNode B implementation dependent issue, e.g. after HO command is sent out to UE or etc, hence outside of scope of standardization. A signaling message from the target eNB is required for start of forwarding.

· To reduce X2 burden and hence network operation cost, the end timing of data forwarding can be later than L1/L2 synchronization. Or even after target eNode B sending the path switching request to the access gateway. The exact timing of end forwarding shall be also eNode B implementation dependent issue hence outside of scope of standardization. Under a perfect lossless HO requirement, source eNB should forward all data in its buffer, after also ensuring there is no data from the ASGW.

4. Reference
[1] latest RAN2 TR 25.813 posted on RAN2 reflector April 19 2006. 












