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1 Introduction 

The radio resource management (RRM) function for LTE was discussed in [1] and [2].  The discussion of the RRM for LTE was triggered by the objective of the RRM scheme to support the interference mitigation scheme for high cell edge performance.  Contributions of the RRM architecture and functional distributions are shown in [5], [6], and [7].  Most of the contributions addressed the inter-cell RRM and their proposed functional structure to support it.  The potential RRM issues of handling of Ping-Pong and competing RRM decision points in LTE architecture were discussed in [3] and [4].

The RRM function and architecture for LTE are specified in [8].  The RRM architecture in LTE defined in [8] categories the RRM function to centralized and decentralized RRM functions.  The centralized handling of certain RRM functions is considered to coordinate among the RRM functions.  We propose to have a coordinated RRM protocol in the distributed RRM for the centralized handling of certain RRM functions.  

_______________________________________________________________________________________________

2 Discussion 

The RRM architecture in LTE categorizes the RRM functions into decentralized RRM and centralized handling of certain RRM functions as in [8].  Most of the RRM functions fall in the decentralized functions category with the centralized RRM function to handle coordination among distributed RRM functions.  The architecture of the centralized handling of certain RRM functions could have two alternatives; the centralized RRM function locates at a higher hierarchical node or distributed among the RRM functions in the decentralized RRM.   

The hierarchical RRM architecture for the centralized handling of some RRM functions is shown in Figure 1.  The hierarchical RRM architecture is a client and server structure.  The centralized handling RRM function is the server and all the other RRM functions are the clients.  In Figure 1, the inter-Node B coordination goes through the centralized RRM function at higher hierarchical node.  The advantage of the hierarchical location for the centralized RRM functions is to have one RRM function to supervise other RRM functions to avoid competing decision among RRM, inter-node coordination, and radio configuration.  The hierarchical RRM functions for centralized RRM handling require all involved sub-ordinary RRM functions to communicate with it when the coordination is triggered. It would take lengthy procedure for the central RRM function to coordinate and to reach the final RRM decision.  The hierarchical RRM function structure for centralized RRM heavily reduces the efficiency of RRM operation in LTE.
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Figure 1: Hiearchical RRM architecture for centralized handling of some RRM functions

 The distributed RRM architecture for the centralized RRM handling is shown in Figure 2.  The distributed RRM architecture is designed to have one of the decentralized RRM functions as the designated supervisor to trigger centralized handling and to coordinate among RRM functions.  The distributed RRM architecture would allow the decentralized RRM to have a direct communication and to reach to decision on coordination.  This would minimize the delay of RRM coordination.  However, a protocol of coordinated RRM needs to be defined in the distributed RRM architecture to have a general coordination agreement and to avoid competing decision among RRMs.  
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Figure 2: Distributed architecture for centralized handling of certain RRM functions

2.1 Coordinated Radio Resource Management Functions in the distributed RRM architecture

The coordinated RRM scheme is a protocol defined for the centralized RRM handling in the distributed RRM architecture. The coordinated RRM scheme would jointly optimize the cluster radio resource control by coordinating the decision of distributed RRM functions in the cluster.   The multi-cell RRM decisions, such as load-based handover and reconfiguration of radio resources for interference coordination are one of the issues in the LTE e-UTRAN architecture consideration.  The multi-cell RRM decisions would benefit the overall resource allocation and system performance.  However, it is necessary to avoid the potential competing RRM points when multi-cell RRM decisions are considered.  The coordinated RRM scheme is to define the inter-RRM communication protocol, radio resource elements and functions for joint management, and the decision function for joint radio resource management.  The defined functions in the coordinated RRM scheme would allow the system to perform the resource management jointly in a cluster and to avoid any competing decision among RRM functions.   The coordinated RRM schemes need to perform coordination of multi-vendor RRM in a cluster without specifying the actual RRM algorithm running at the each distributed node.  The required functions of the coordinated RRM scheme are as follows,

· Protocol for inter-RRM communication – The RRM functions in the hierarchical network structure are usually in a centralized location (e.g., RNC) with distributed sub-functions in the distributed nodes (e.g. Power management in HSDPA in the Node B) in UMTS.   The inter-RRM communication is a client-server one-to-one communication between the node B and the RNC.  The majority of the RRM functions are located in the RNC.  Since the majority of the RRM functions envision locating at the e-NB, the inter-RRM communication is a distributed protocol design with multiple capabilities.  The inter-RRM communication protocol in the LTE needs to support peer-to-peer, one-to-many, and broadcast communication.  

· The peer-to-peer communication allows inter-RRM direct negotiation between 2 distributed nodes (e-NBs) in a cluster without going through the centralized node (RRM server or RNC). The peer-to-peer communication capability would minimize the process delay and jointly optimize the system resource control.  A typical example of peer-to-peer RRM communication is the handover between 2 e-NBs.  The direct RRM communication between 2 e-NBs would expedite the handover process and reduce the potential performance degradation during handover.   

· The one-to-many capability enables a distributed node (e.g. e-NB) to have inter-RRM negotiation with many other nodes in the same time.  The one-to-many RRM communication could minimize the probability of competing decision among the nodes with relationship in a radio resource management.  A typical example of one-to-many RRM communication is the resource re-allocation when load imbalance is detected.  The e-NodeB triggers the load balance request to its neighbouring e-NodeBs.  The one-to-many inter-RRM communication would allow the serving e-NodeB to trigger the request of re-direction of UE services directly to other neighbouring e-NodeBs for load balancing.  

· The broadcast capability enables a distributed node (e.g. e-NB) to broadcast a request or a decision of the reconfiguration parameters to other RRM functions in the cluster in the same time.  The broadcast capability allows the RRM to trigger a request immediately to all RRMs in the cluster for any configuration change.  The typical example of broadcast capability in the inter-RRM communication protocol is the reconfiguration of the interference mitigation scheme when one RRM detects an abnormal condition or severe degradations of the on-going interference mitigation scheme.  The RRM detected the abnormal interference mitigation operation triggers the centralized RRM function at the same e-NodeB to send a broadcast request to all the decentralized RRM for the reconfiguration of the interference mitigation parameters, which are pre-defined and agreed upon the initial cell setup.  The interference mitigation will be reset to the new parameters among them to a given time. 

· Radio resource elements and functions for joint management – The inter-RRM communication needs to specify the entities required for the joint radio resource optimization.  The RRM entities need to be pre-configured or request on demand between RRM without specifying the exact RRM algorithm in each node.  The radio resource entities could be the frequency chunk, interference level, cell load, radio bearer, measurement, etc...  The radio resource entities are defined to assist the RRM function to manage its own resource with radio information from other cells.       
· Decision functions for joint radio resource management – The decision function is an algorithm to independently calculate the values or statistic based on the received RRM entities for the decision making of the radio resource configuration and control.  The decision function should be independent to the RRM algorithm for inter-vendor RRM communication.  The decision function needs to be specified in order to trigger the radio resource reconfiguration or reallocation.  A general example of the decision function is the threshold function for the handover.  The decision function could be specified with the threshold value of triggering the handover being sent between the e-NBs during the handover process. 



Once the inter-RRM communication protocol, the Radio resource entities and decision functions are specified clearly, the RRM function of individual node could be development independently with the inception of inter-cell RRM coordination.  This will optimize the overall radio resource utilization.

A example of the coordinated RRM flowchart is shown in Figure 3.  The eNodeB centralized RRM function received the trigger form the de-centralized RRM for the request of coordination (e.g., load imbalance).  The event trigger will pass to the detection function to determine the neighbouring eNodeB for RRM reconfiguration request.  The RRM reconfiguration requests are sent to all neighbouring eNodeB for resource coordination.  The responses are received from all the involved neighbouring decentralized RRM functions.  The decision is made at the RRM decision function for the centralized control of all de-centralized RRM functions.  The decision is made and sent to all neighbouring de-centralized RRMs for reconfiguration.  The state machine of centralized RRM goes back to the RRM event state. If the response of the reconfiguration request is declined by either neighbouring eNodeB, then the reconfiguration does not occur and control transfers back to the detection state to determine if any other types of reconfiguration would be appropriate.  If so, the process repeats with the new reconfiguration request.  If not, control transfers back to the event state and the process is reset.
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Figure 3: State machine of the coordinated RRM for the centralized handling at each Node B.

2.2 Coordinated RRM for interference mitigation
The coordinated RRM scheme is extremely important for the interference mitigation schemes in LTE.  The interference mitigation in the LTE requires the coordination of the radio resource in static or semi-static fashion among the cells in the UTRAN to management the interference level for the cell edge performance improvement.  The radio resource control and performance monitor of the interference mitigation (IM) scheme is located at the decentralized RRM functions.  The performance monitor function of IM will trigger the centralized handling of the RRM functions for coordination of the reconfiguration of IM parameters when the performance monitor alarm sounds. In the distributed RRM architecture, the centralized handling is located at the same e-NodeB.  The performance monitor alarm will tigger the coordinated RRM at the same e-NodeB to communicate with other decentralized RRM functions to reconfigure the interference mitigation parameters without explicit specifying the RRM and interference coordination algorithms on the e-NB.   The defined inter-RRM communication protocol, radio resource entities, and decision functions in the coordinated RRM scheme enable the interference coordination algorithm to reconfiguration the system parameters for performance optimization directly from the de-centralized RRM at its site.  In particular, when the system loads are imbalance among cells, the coordinated RRM scheme enables the interference mitigation scheme to trigger the redistribution of the radio resources among cells. 

3 Concluding Remarks –

The coordinated RRM scheme defines the fundamental mechanism for the centralized handling of certain RRM functions in the distributed RRM architecture.  The fundamental of the coordinated RRM schemes are proposed to enable the distributed RRM architecture for fast response and minimal signaling delay in the LTE.   The text proposal for the coordinated RRM scheme for the centralized handling in the distributed architecture is considered as the bullet items in section 6.12.3.1 as follows,

_______________ Begin Text Proposal _____________________

· A coordinated RRM scheme contains the protocol for inter-RRM communication, functions for information exchange, radio resource elements and decision function for the joint radio resource management

· A inter-RRM communication protocol should have the capability of peer-to-peer communication, one-to-many multi-cast, and broadcast capabilities among RRM functions.

_______________End of Text Proposal ______________________   
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