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1. Introduction

The C-plane handling for intra-LTE handovers, which is described in TR 25.912 [1], is used in this study to analyze U-plane handling of real-time services. A decision on U-plane handling is still open, because different handover mechanisms, which are based on a forwarding or bi-casting procedure, are currently under discussion for real-time services [2]. Therefore, the following open issues with respect to real-time services like VoIP are discussed in this paper to decide on a suitable handover scheme:
· interruption time of downlink user plane data as perceived by the UE during a handover procedure
· delayed delivery of user plane data during handover, which may lead to data loss

· necessity to buffer user data in the involved nodes, especially in the target eNodeB, to avoid data loss
· necessity for service dependent specific handling of user plane data
· data forwarding from source eNodeB to target eNodeB compared to bi-casting at aGW

2. Discussion

2.1. Requirements for real-time traffic
The quality of real-time services like VoIP depends mainly on the loss, delay and jitter of transmitted data packets. Inevitable delay and jitter between a corresponding node and the UE may lead to loss or can be compensated by a play-out or de-jitter buffer in the receiver. The dimensioning of the play-out buffer depends on the acceptable end-to-end delay target, the codec specific delays (algorithmic and packetization delay), and the transmission related delays over the network.

TSG-SA WG1 clarified latency requirements for voice over IMS [3] by determination of a preferred target value of < 150 ms and a limit of < 400 ms for an end-to-end one-way delay. The restricted end-to-end delay implies also an upper bound for the delay jitter and the play-out buffer. It is assumed, that in a conservative approach a play-out buffer of up to 50 ms should be feasible for a typical VoIP packetization period of 20 ms.
Delay jitter requirements can be found for real-time services in [4], where an acceptable mean value of 25 ms is required e.g. for real-time gaming. It is also emphasised in [4] that occasional packet loss ratios of up to 0.1 % are acceptable for TCP based applications. However, even higher loss ratios can be accepted for audio/video codecs, which should be resilient against loss of several packets [2].
2.2. Investigation of real-time traffic scenarios
The configuration for an intra-LTE handover procedure with forwarding mechanism, which is used for the evaluation of  transmitted downlink data packets for VoIP, is shown in figure 1.
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Fig. 1:
Configuration for intra-LTE handover mechanism
The applied one-way transmission times and the associated processing times in the target nodes are summarized for the parameters AS, ST, TA, SU and UT in table 1. Surely the one way transmission from source to target eNodeB can be upper bounded by the sum of the transmission delays encountered on the links between aGW and the source eNodeB as well as between aGW and the target eNodeB. In most deployment scenarios the actual figures would be smaller. Furthermore, processing times are given for the resource reservation in the target eNodeB and the synchronization at the UE.
	Transmission from aGW to source eNodeB (5 ms) and processing in source eNodeB (2 ms)
	AS
	7 ms

	One-way transmission from target eNodeB to aGW (5 ms) and processing in aGW (2 ms)
	TA
	7 ms

	One-way transmission between source eNodeB and target eNodeB (10 ms) and processing in eNodeB (2 ms)
	ST
	12 ms

	One-way transmission from source eNodeB to UE (2 ms) and processing in UE (2 ms)
	SU
	4 ms

	One-way transmission from UE to target eNodeB (2 ms) and processing in target eNodeB (2 ms)
	UT
	4 ms

	Resource Reservation in target eNodeB
	-
	5 ms

	Synchronization time at UE
	-
	20 ms


Tab. 1:
Overview on parameters used for the evaluation
The configured parameters are similar to the data used in [5]. This study has the aim to analyze the system behaviour under realistic load situations. Therefore, the values are chosen to be higher than the best case figures for user plane latency found in [6]. Nevertheless, all conclusions made later on are also valid for lower values.
Worst and best case handover scenarios with respect to latency:

· Worst case means, that the "HO Command" message is sent by the source eNodeB to the UE just before the arrival of a next downlink data packet in the source eNodeB. As the analysis shows this will result in worst handover interruption times.

· Best case means, that the "HO Command" message will directly follow the last transmitted data packet from the source eNodeB to the UE. The handover interruption time i.e. the delay between expected arrival time and actual arrival time of data in the UE will be a minimum.
The downlink data flows based on a packetization period of 20 ms are shown in figure 2 and 3 for the worst and best case scenario, respectively. Statistical jitter delays between a correspondent node and the aGW are neglected and the downlink data arrive always with a precise period of 20 ms at the aGW. The coloured squares represent consecutively numbered downlink data packets (here from #48 to #62), which are sent from the aGW (blue) via source eNodeB (red) and/or target eNodeB (green) to the UE (brown). The moment, when data packets are sent or received by a node, is represented by the centre of each square. Furthermore, large payloads are not considered in this simple study.
The timing of relevant signaling messages can be identified by
(
"Measurement Report" sent by UE to source eNodeB

(
"HO Command" sent by source eNodeB to UE

(
"HO Complete" received by target eNodeB from UE

(
"Path Switch" performed at aGW

The different handover phases can be classified by the following phases:
· the preparation phase starts at ( and ends just before (
· the execution phase starts at ( and ends at (
· the total handover time starts at ( and ends at (.
The specified time for a full handover procedure as described in [7] is not considered in this study, because this duration, which starts at ( and ends at (, would only be a little bit smaller than the discussed total handover time.
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Fig. 2:
Downlink data flow for a worst case scenario with AS = TA = 7 ms, ST = 12 ms
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Fig. 3:
Downlink data flow for a best case scenario with AS = TA = 7 ms, ST = 12 ms
Figure 2 and 3 show that the total handover time of 68 ms can be kept very short for such a forwarding mechanism, where only up to 3 data packets must be forwarded during the handover execution phase. To avoid data loss, some forwarded data packets could be buffered in the target eNodeB for a duration of 16 ms (see data packet #52 in figure 2). Note that in the best case no buffering is needed at all.
The handover interruption time, which is defined in [7], can be determined by the delay between the delivered and expected data packet in the UE. An interruption time of 28 ms can be obtained for data packet #52 in the worst case scenario. This delayed delivery may lead to an irrelevant data loss of a single data packet or is compensated for real-time services when the play-out buffer is chosen to be greater than 28 ms. Very short delays of only 12 ms are obtained for the two additional forwarded data (#53, #54) in the worst case scenario as well as for both forwarded data (#53, #54) in the best case scenario. Thus any strong impairment for real-time services can be excluded.
These results show, that
· inevitable delays of delivered user plane data are very short during an intra-LTE handover procedure with forwarding mechanism and are acceptable for real-time services
· buffering of user data is beneficial in the target eNodeB to avoid data loss, because a very short interruption time is obtained between 12 ms (best case) and 28 ms (worst case), which requires a buffering of up to 16 ms for a single data packet
· a service dependent specific handling of user plane data is not necessary, because the same forwarding mechanism can be applied as for lossless non real-time services
A bi-casting procedure cannot help to decrease the interruption time even when the target eNodeB receives data packet #53 much earlier, because the duration of the interruption is mainly determined by the synchronization time at the UE. Therefore, all data must be buffered, which are delivered before the "HO Complete" message is processed in the target eNodeB. The interruption time for a bi-casting procedure becomes only smaller compared to a forwarding mechanism when the one-way delay between source and target eNodeB exceeds 28 ms. Note that in case of such an high inter eNodeB delay, also the round trip time between UE and aGW would be far above the round trip times desired for LTE.
Bi-casting is more complex than forwarding, because an exchange of sequence numbers is required to avoid any duplication of data transmission over the air as well as the aGW is involved already during the preparation phase until the "HO Complete" message arrives in the aGW.
3. Conclusion

Best and worst case handover scenarios were investigated with respect to data loss and latency. The study showed, that only few data packets must be forwarded during the handover execution phase, which may lead to a loss of a single data packet or to a delayed data delivery in the UE when the forwarded data are buffered in the target eNodeB. Both can be accepted for real-time services like VoIP.
Therefore, a forwarding procedure is suitable for intra-LTE handovers of real-time services, which leads to short interruption times. However, buffering at the target eNodeB is required to avoid data loss and the indicated delays can easily be compensated by a play-out buffer. Finally, a service dependent specific handling of user plane data is not necessary, because the same forwarding mechanism can be applied for services requiring seamless and lossless handovers.
A more complex bi-casting mechanism is not beneficial compared to a forwarding procedure, because interruption times cannot be decreased caused by the required long synchronization time at the UE.
It is proposed to decide on a common forwarding mechanism for intra-LTE handovers to avoid additional complexity caused by service dependent handover procedures. Further it is proposed to capture chapter 2 in TR R3.018.
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