
3GPP TSG RAN WG3 Meeting #51bis

R3-060436
Sophia Antipolis, FRANCE, 3 - 5 April 2006
Title: 
Discussion of Radio Configuration

Agenda Item:
7.8
Document for: 
Approval
1. Introduction

At the last meeting, whether there should be a middle node between OMC and eNodeB had been discussed and no agreement was made [1].This paper will analyze this issue and give out our view about it.

2. Interface between OMC and eNodeB

In R99-Rel 6, the OAM architecture has two parts, one is implementation specific O&M, the other is logical O&M which is also called as RC (Radio Configuration). Implementation specific O&M depends on the detailed realization of software and hardware in NodeB, so it is hard to open its interface. The logical O&M part is in charge of the logical resource configuration and adjustment, which is more like RRM realization method. So the RRM architecture will impact the OAM architecture greatly. 
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                                                 Figure 1: interface between OMC and eNodeB

In last several meetings two methods [2] [3] are raised out to deal with this problem, please see Figure 2 below. One is no existing middle node between OMC and eNodeB, the other is keeping the middle node between OMC and eNodeB. According to the current agreement that RRC termination in eNodeB, we think most RRM functions should be located in eNodeB and many parameters related to the RRM should be downloaded to eNodeB directly. So the kind of two stratums OAM architecture might be more appropriate.


[image: image2]
Figure 2: two methods of OAM architecture
If there is a central node in control plane between eNodeB and AGW, we think this node may do some RRM such as ICR (load management and Interference management), so this central node could act as a middle node between OMC and eNodeB like the realization in UMTS. Although these, we don't think it is necessary to do so, because the OAM information it needs can also be obtained through method3 or mehtods4 below.
What was greatly argued to the method2 is that some RRM functions such as ICR need a solely central node, and it was thought that the two stratums OAM architecture can not meet this requirement well. But we don’t think so. Without a middle node, the two stratums OAM architecture is also capable to support the centralised RRM. A centralised RRM node could not be a crucial reason for there should be a middle node between eNodeB and OMC. Please see Figure 3.

[image: image3]  Figure 3: two methods to help method2 supporting sole RRM central nodes
Method3 means that if there is a sole node for some RRM functions such as ICR, the configuration related these functions can be downloaded to this node by an interface shown as blue line in figure 3 between OMC and Sole Node directly, and eNodeBs can get their OAM information via the interface between OMC and eNodeB.

Method4 is that there is no such an interface between OMC and Sole Node. The configuration data that the Sole Node needs can be acquired from eNodeBs. OMC downloads the configuration data to eNodeBs directly and eNodeBs duplicate the data which the central node needs and forward them to it. 
In fact, Method3 and Method4 are the two variations of Method2 respectively.
Below we will compare Method1 and general Method2 on the supporting of ICR function.
1) Absolutely distributed ICR

In this ICR implementing, the ICR function is distributed in eNodeBs respectively, and eNodeBs can control each other by the parameter setup. So the configuration data downloaded directly to eNodeB is appropriate.

2) Centralised ICR with a sole node

This scheme requires an existing sole node to control the ICR function, which maybe a RRM SERVER or a CRNC, even an AGW [3] [4]. In this case, the configuration data needed for ICR can be duplicated by eNodeB and then forwarded to the central node. Of course an interface between OMC and this sole node can also do this work. So the sole node doesn't need to be constrained as a middle node in OAM architecture. 

3) Centralised ICR located in an  eNodeB

For this solution, one eNodeB acts as a central node for ICR. In this method, it doesn't need duplicate ICR data and all the data can be delivered via this two stratums architecture. What we should do is just pointing out which eNodeB has the control right of ICR. And we suggest the control right of ICR can be handed over between eNodeBs. If the operator hopes a RRM SERVER which is not an eNodeB to do this work, the control right of ICR can also be transferred to it and vice versa.

4) Centralised ICR and distributed ICR co-existing
Since two stratums OAM architecture can support both centralised ICR and distributed ICR well, the operators have more choices to deploy their network. Sometimes they might hope to adopt centralised ICR and distributed ICR policy at different stages or in different scenarios. For example, to the same vendor, either distributed ICR or centralised ICR is ok, to various vendors, maybe centralised ICR is better. Another example is centralised ICR is better for static adjustment and for dynamic ICR, maybe distributed ICR is better. We suggest a flexible configuration should be adopted and the two stratums OAM architecture can meet this requirement.
3. Conclusion
We suggest not to have a middle node between OMC and eNodeB as a compulsive one. Two stratums OAM architecture could both support centralised RRM and decentralised RRM well. 
4. Proposal

1) It is proposed that a middle node between OMC and eNodeB is not compulsive, and two stratums OAM architecture is enough. If there is a solely central node adopted to provide some RRM functions such as centralised ICR, the configuration data related to ICR should be duplicated to it via eNodeB or by an independent interface between OMC and the solely central node. We hope that above contents can be captured in some corresponding sections of R3.018.

2) Moreover, if the two stratums architecture of Radio Configuration can be agreed, then several methods of ICR can be summarized as follows. 

The following changes are proposed to the section 6.12.2.5 of R3.018:

Due to the spill-over of transmitted power into neighbouring cells and in order to support unequal loading of cells, Inter-Cell RRM will be required. Inter-Cell RRM may be part of logical OAM. Depending on the mobility of users and the dynamics of data-rate changes, even Dynamic Inter-Cell RRM may be required.
****Start of changes ****

There are three methods for Inter-cell RRM:

1. Absolutely distributed ICR

In this scheme, the ICR function is distributed in eNodeBs respectively, and eNodeBs can control each other by the parameter given.

2. Absolutely centralised ICR

There exists a central node as an ICR controller which is in charge of the ICR execution such as load management and interference management. This central node can be an eNodeB or a RRM Server, even can be located in OMC in case that the ICR only does static Radio configuration.
3. Distributed ICR and Centralised ICR co existing

Through the configuration adjustment, the operator can decide to use different policies i.e. when, where and how to adopt distributed ICR or Centralised ICR. How to support the flexibility of ICR management is FFS, especially the Radio configuration cooperation with ICR.
****End of changes ****
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