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1. Introduction

Several architecture options are considered for the long term evolution work. Some of these architecture alternatives propose what we in this paper call a distributed architecture in where the majority of the UE and network control is moved from a central controlling node, down into the base station. This moving of functionality is claimed to be a better (performance wise) and cheaper solution compared to architectures in where the control of UEs and network resources are handled in a central controlling node
So far it has not been shown any significant performance difference between these two architecture alternatives. Apart from the pure performance requirements the discussion on requirements for SAE/LTE has clearly shown that operators target a system that has a lower cost of ownership (cheaper to plan and deploy, cheaper to buy and cheaper to operate) [section 12.1 in TR 25.913]. With that as a base, we in this contribution discus some open issues related to a distributed architecture for EUTRAN.

2. Discussion

In this contribution we assume a total cost of ownership model
, in where the major operator costs are related to:

· Operation and maintenance, and
· Transmission, in where the largest cost is related to the “last mile” link to the Node B

The rest of the cost is split on other smaller items, like: equipment, power, site rental, spares, support, training, civil work etc.

As operation and maintenance, as well as transmission on last mile links are major items in the operator business case, we think a natural consequence is to analyze how different architecture alternatives would impact those aspects.
Recognizing that the distributed architecture alternatives, are the least known from an operator business perspective, we in this contribution lift some questions that we think should be answered before a decision on architecture alternatives could be taken.

2.1 Network Configuration
An inherit consequence of moving functionality to the Node B is that different Node Bs need to communicate with its neighbors. This communication is motivated by for example context transfers at handovers, and exchange of measurement information for RRM.
In a distributed architecture, the number of Node B – Node B interfaces grows fast with the number of cells that are required to cover an area, and the number of possible neighbors that can be configured in the Node B. This can rather soon be a potentially large number, considering that already in Rel99, it is possible to have 96 neighbors per cell (32 intra, 32 inter and 32 GSM) and we foresee no reason why that number would be smaller in EUTRAN. Apart from being a large number, we also notice that each relation need to be setup secure, and that configuration will be required in each and every node B. This is illustrated in Figure 1.
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Figure 1: Centralized vs. Distributed Architectures,

· Potential large number of Node B – Node B interfaces,
· Capacity upgrades imply changes in all neighboring Node Bs (dashed)
Another aspect is potential capacity upgrades (build-outs). When a new Node B is deployed in an area where the operator is already having coverage, we understand that apart from the configuration of the new Node B, and the AGW, the O&M staff will need to perform configuration changes in all neighboring Node Bs.
In a centralized architecture there will be one interface per Node B to setup and configure. In addition when doing a capacity upgrade, adding more Node Bs to a certain area, these changes are implemented in the Node B that is setup, and in the central node. By no means configuration in neighboring node Bs need to be touched.
It can of course be claimed that the issues above can be solved by an “intelligent” O&M system which hides these relations for the operator and distributes changes automatically. Although possible in theory, this argument fails to convince due to the fact that 1) such requirement would un-doubtfully make the O&M system more complex and expensive, and 2) it has not been shown how this should be done in a multi-vendor environment.
From the discussion above, we would like to formulate the following questions on network operations:
Q1: What are the operational aspects of a distributed architecture, i.e. where all Node Bs are having relations with its neighbor Node Bs?


- how are secure relations setup between the Node Bs?



- how should neighbor relations be configured?



- what are the implications on capacity upgrades, i.e. when a new Node B is added to a geographical area?



- How shall such configuration changes be performed in a multi-vendor environment?

2.2 Transmission Efficiency

Transmission network costs has been identified as another large cost affecting the operator business. From earlier discussions on macro diversity we have understood that transmission on last mile links is a major concern, as the 3GPP community was willing to accept performance losses in radio coverage and capacity in order to allow for cheaper transmission solutions and a simplified system.
In a distributed architecture decisions are taken within the Node B. This means that information to be used for taking such decisions need either to be transported to the Node B or being available there from the beginning. Apart from control plane information, also user plane data are a source for concern.
We think it is appropriate to question how a distributed architecture performs from a transport network efficiency perspective. Some concerns to be mentioned are:

· Context transfers between Node Bs at handovers

· Forwarding of user data between Node Bs at handover, in where some data.
· Measurement exchange in a meshed way where each Node B sends measurements to all neighbors.

It should be noted that from the examples listed above, they will all imply extra transmission on the last mile links. In some cases, as for the case of data forwarding, a user data packet will traverse last mile links up to three times. We think it should be demonstrated that a distributed architecture do not impact the transport network efficiency in a negative way.
Q2: Are there any implications on transmission network efficiency with a distributed architecture?
2.3 Inter-Operability Testing and System Integration
Today, vendors are performing inter-operability testing of interfaces in order to ensure good multi-vendor operation. In a similar manner, operators perform system integration testing before deploying nodes from different vendors. Such testing is rather tiresome, with a lot of test cases that need to be passed and it should be understood that this is done each time there is a new platform or software release for the involved products.
A major source for concern in a distributed architecture is that the number of permutations to be tested increase as the number of interfaces are larger. This is illustrated in the following (simplified) example (Figure 2).
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Figure 2: Centralized vs. Distributed Architectures, with Node Bs from different vendors.

	Required testing for deployment
	Centralized: 

· AGW-Node B (Vendor A)

· AGW-Node B (Vendor B)
	Distributed:
· AGW-Node B (Vendor A)

· AGW-Node B (Vendor B)

· Node B (Vendor A) – Node B (Vendor B)

· Node B (Vendor A) – Node B (Vendor A)

· Node B (Vendor B) – Node B (Vendor B)

	Required testing at a software upgrade in Node B (Vendor A)
	Centralized: 

· AGW-Node B (Vendor A)
	Distributed:
· AGW-Node B (Vendor A)

· Node B (Vendor A) – Node B (Vendor B)

· Node B (Vendor A old) – Node B (Vendor A new)
· Node B (Vendor A new) – Node B (Vendor A new)


We believe it should be demonstrated how a distributed architecture will not significantly increase the effort of IOT and system integration testing.
Q3: What is the impact on inter-operability testing and system integration in a distributed architecture?
3. Summary
In this contribution we have identified that major items of the total cost of ownership for a mobile communication network are costs for operation and maintenance, and transmission on last mile links.
We have also shown that there are some serious questions that are directly affecting these costs, to which we have not yet seen any convincing answer. We believe it is reasonable to consider these questions before going forward on what would be the most suitable LTE architecture.
In summary, the questions we have asked are: 
Q1: What are the operational aspects of a distributed architecture, i.e. where all Node Bs are having relations with its neighbor Node Bs?


- how are secure relations setup between the Node Bs?



- how should neighbor relations be configured?



- what are the implications on capacity upgrades, i.e. when a new Node B is added to a geographical area?



- How shall such configuration changes be performed in a multi-vendor environment?

Q2: Are there any implications on transmission network efficiency with a distributed architecture?
Q3: What is the impact on inter-operability testing and system integration in a distributed architecture?
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