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1 Introduction

This contribution aims to contribute to the discussion on RRM architecture by identifying key RRM functions and their preferred location in the LTE/SAE architecture. 

This contribution distinguishes between intra-cell and inter-cell RRM functions in terms of their required input (measurement) data, the number of affected cells by an RRM decision and the time scale at which these operate. Inter-cell RRM refers to the case when the RRM algorithm requires input from multiple cells and/or the RRM decision affects multiple cells (and/or UE:s belonging to multiple cells). 

In this contribution we focus is on the multi-cell RRM (MuC-RRM) aspects and the preferred location of the MuC-RRM functions in the LTE architecture. Single cell RRM and related functions (e.g. fast or slow power control (if necessary), fast link adaptation, adaptive modulation and coding, fast hybrid ARQ) can be handled in the Node B without coordination between  cells and thus are out of scope of this paper.

This contribution is structured as follows. The next section discusses RRM functions that are related to individual UE connections (“connection related”) and functions that are related to cell resource management (“cell resource related”). Section ‎3 gives an overview of MuC RRM functions in E-UTRA. Section ‎4 describes the preferred placement of these functions in E-UTRA. The annex describes more in details how the RRM functions work in the proposed architecture.

Multicell Radio Resource Management

In multi-cell interference limited scenarios both single-cell and multi-cell radio resource management functions are needed for the efficient utilization of radio resources. Inefficient RRM would impose too high demand on the physical layer design and would lead to suboptimal system capacity. The exact set and role of MuC-RRM functions can depend on the actual radio access technology (RAT). For instance, in LTE inter-cell interference mitigation techniques are expected to be important ‎[5], ‎[6], ‎[8]. Other MuC-RRM functions include admission control, handover control and resource sharing. 

MuC-RRM functions are critical for the overall performance, coverage and capacity. The burstiness due to packet oriented traffic leads to large dynamics in the inter-cell interference levels, which can be mitigated through coordination between the cells. 

In order for the MuC-RRM functions to work, they require measurement data from the UE:s and/or from the NodeB:s Thus, these functions can have access to radio related measurements.

The MuC-RRM functions can be classified into two main categories:

· Connection related functions: These include functions that rely on individual UE measurement reporting and/or other UE specific information (such as the resources required to support a UE in case of admission). An example of this type of functions is handover control. 

· Cell resource related functions: These functions rely on NodeB measurements and depend on the overall resource situation in the cells. An example of this type of functions is cells resource sharing (e.g. through partial re-use) that adopts the available resources towards the load in  multiple cells in an optimal way. 

2 MuC-RRM Functions in E-UTRA

Multi-cell RRM functions similar to those used in UTRA are likely to be used in E-UTRA in order to ensure efficient radio resource utilization. An additional important function in E-UTRA is inter-cell interference mitigation or avoidance ‎[6]. A promising example of inter-cell interference avoidance is the muting technique that was presented in ‎[8].

Key MuC-RRM functions in E-UTRA are:

· Connection Related:

· Handover control (based on terminal measurement and cell load information)

· Cell resource related:

· Admission control

· Resource sharing and balancing 

· Inter-cell interference mitigation and avoidance

From the point of view of the time scale of the measurement reporting as well as their main purpose, handover control, multi-cell admission control and resource sharing/balancing in E-UTRA are similar to their counterparts in UTRA. 

The currently discussed inter-cell interference mitigation techniques in ‎[6] include inter-cell interference randomization, inter-cell interference cancellation and inter-cell interference co-ordination/avoidance. Inter-cell interference coordination/avoidance implies restrictions to the downlink resource management (e.g. scheduling for the non-common channels) in a coordinated way between cells. This coordination between cells can range from a static coordination to a more dynamic coordination based on different types of measurements. (As mentioned in ‎[6] (see Sections 7.1.2.6.3 and 9.1.2.7.1 in ‎[6]), such restrictions can be in the form of restrictions to what time/frequency resources are made available to the resource manager (scheduler) or restrictions on the transmit power that can be applied to certain time/frequency resources.)

The multi-cell RRM functions for E-UTRA are summarized in Table 1.
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Table 1: Summarizing the MuC-RRM Functions in LTE. Note that the time scale for measurement reporting and execution of all of these functions is in the order of several hundreds of milliseconds or even seconds, depending on the number of involved cells, filtering parameters and other system parameters.

Table 1 lists the proposed MuC-RRM functions for LTE along with the type of the required measurement data and the time scale for such measurements. Resource sharing and Interference avoidance are not directly related to an individual UE in the sense that these functions are more related to actions that are influenced by the overall load and resource utilization in multiple cells. As noted in ‎[6], inter-cell interference coordination/avoidance can range from a static coordination to a more dynamic coordination based on e.g. traffic distribution among the cells.

3 Radio Resource Management Architecture and Placement of RRM Functions

In this section we present a high level view of the RRM architecture and discuss the placement of the most important multi-cell RRM functions in this architecture. A more detailed description of the operation of the RRM functions is left for the subsequent section.

As discussed in ‎[9], the possible allocations are as follows:
· Node B

· ACGW

· A separate control node (here referred to as RRM Server)

We note that the time scale for the functions is in the order of magnitude of hundreds of milliseconds or more for all MuC-RRM functions. Thus from a time scale point of view, there will be no architectural impact.
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Figure ‎4.1: A high level view of the radio resource management architecture for LTE. The access core gateways (ACGW) and NodeB:s have a multi-multi relationship, while the optional RRM Server is assocaited with a set of NodeB:s covering a certain geographical area. The figure also shows the preferred placement of the key RRM functions. 

Figure ‎4.1 is a high level view of the RRM architecture for E-UTRA. 

3.1 Connection Related RRM Functions

It is noted that for the connection related MuC-RRM functions it would be beneficial with a direct control and/or measurement relationship with the UE:s. For handover control the advantage of this kind of “RRC type” of relationship is very clear. 

As earlier presented in ‎[9], it is proposed that the MuC-RRM functions that are connection related shall reside in the ACGW and it is also proposed/assumed that the RRC termination for these functions is in the ACGW. 

TheMuC-RRM functions can benefit from:

· UE mobility pattern history information, together with multiple cell (e.g. hierarchical cell structure) and multi-RAT information, used for optimal mobility decisions.

· UE service history and co-location with QoS control e.g. to support features like service based handover .

· Avoiding possible “ping-pong” effects, which could be a problem in systems where handover decisions are taken by different handover algorithms in different Node Bs from different vendors.

Furthermore, when handover decision is co-located with MME/UPE and user plane switching there are more benefits: 

· Configurable Idle Mode behavior can be based also on active mode UE mobility pattern history information. 

· Easy Coordination of User plane switch and “HO command”. 
· No need for control-plane relocation in the (frequent) case of intra-ACGW handovers

In order to perform MuC-RRM tasks the ACGW needs information. It needs to be able to order and receive measurements reports from the UE:s. In addition, the ACGW could also order and receive input data from the NodeB:s that are associated with the current connections, and their neighbour Cells. Thus, the ACGW has knowledge about the currently selected cell for each UE and the resource situation in the neighbour cells. 
The user equipment (UE) receives commands on measurement reports and other RRM functions on the RRC from the ACGW and it provides measurement data to the ACGW. The UE continuously listens to the broadcast channel (BCH) and, depending on broadcast information (e.g. similar to sRATSearch in UTRAN) it may start measurements on other RAT:s in order to find a better cell and execute cell reselection. The UE can also receive a handover command from the ACGW on the RRC level.
3.2 Cell Related RRM functions

In order to support the shared network concept and also to allow the NodeB:s to take control over the radio resources, session admission control decisions are proposed to be done by the NodeB:s. NodeB is assumed to handle dynamic resource allocation. For UEs in the Cell borders, the NodeB is assumed to do dynamic resource allocation and UE control according to some inter-cell interference mitigation principles and parameters. Such principles and parameters can either be statically configured in NodeB or, for dynamic cell resource balancing, be controlled from RRM server. NodeB need to terminate UE measurements in order to identify which UEs that are subject to inter-cell interference mitigation restrictions.  

The RRM Server has the task to optimize radio resource utilization by gathering multi-cell knowledge from NodeB:s, providing multi-cell RRM related rules and hints to NodeB:s, and controlling dynamic cell resource balancing/ inter-cell interference mitigation.  Rules and hints from the RRM server can also be important input to the admission control function operating in NodeB:s. For instance, an NodeB may reject a connection request even if the connection could be accepted from an own cell resource point of view in order to keep inter-cell interference at an acceptable level. As it was discussed in‎[9], the role of the RRM server is to optimize the utilization of the radio resources rather than being essential for network operation. It should be possible to operate the network without the RRM server.

Reference ‎[10] also includes the function Radio Configuration (RC), which is applicable on network level. This function is not the main focus for this paper but is anyway mentioned here. LTE Radio Resources are to be configured in LTE Node B and in LTE RRM server (when present in the network). There is a significant overlap between information needed in Node B and in RRM server. The need for particular mechanisms to ensure consistency is for further study. For the ACGW, the LTE Cell view is built up dynamically, by neighbor cell information provided by NodeB:s either on request or provided at call set up or handover events. 

4 Conclusions

This contribution presented a high level view of the RRM architecture of E-UTRA and proposed the placement of key multi-cell RRM functions in this architecture.

	MuC RRM function
	ACGW
	Node B
	RRM server
	Comment

	Handover Control (Connection Mobility Control – CMC)
	X
	
	
	Includes load-balancing by traffic steering, also between RATs. 

	Radio Admission Control (RAC)
	
	X
	(X)
	RAC is the responsibility of Node B. The RRM server, when present in the network, may set thresholds etc in Node B that controls RAC. 

	Inter-cell RRM (ICR)
	
	(X)
	X
	Static Inter-cell RRM can be configured in Node B (stand-alone). RRM server, when present in the network, controls semi-dynamic inter-cell RRM. 

	Radio Configuration (RC)
	
	X
	X
	Both RRM server and Node B need Radio Configuration.  


Table 2 Multi Cell RRM functions allocated to different Nodes. 

Handover control is proposed to be placed into the ACGW;. Radio resource based admission control is placed in the NodeB; Inter-cell (intra-LTE) resource sharing and inter-cell interference mitigation are both supported by multi-cell related rules and hints from the RRM Server, while inter-RAT load balancing is placed in the ACGW.

In summary, the proposed RRM architecture is an architecture where mobility decisions are taken at the central point in the network that has the best UE knowledge with respect to mobility patterns, service usage etc. At this central anchor point IRAT information can easily be made available, as well as multi-layer cell structures. Thus, with this architecture, it is easy to optimize for good/the best mobility decisions, which is fundamental for good radio resource management.

The proposed RRM architecture is simple and inherently stable. In avoiding a Node B-Node B interface, it reduces the number of needed network interfaces to a minimum. Relying on central algorithms rather than a distributed heterogeneous mix of algorithms, stability is inherent.  

As the architecture proposes a clear separation of connection oriented functions vs. cell oriented functions, with the Node B as the only common denominator, it is well suited for shared networks scenarios, and ACGW load-sharing similarly to the Iu Flex concept in Release 6 networks ‎[12]. Furthermore, in shared network scenarios, IRAT information may be network operator specific. Thus also in this respect it is appropriate to take mobility decisions centrally, where also IRAT information can be made available. 

As the RRM-server is proposed to be optional, the network could be designed to operate without it, so there is no single point of failure in this architecture. 
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6 ANNEX: Description of the Operation of Multicell RRM Functions in E-UTRA

This section elaborates on the operation of the multi-cell (MuC) RRM functions in the architecture presented in Figure ‎4.1. 

HO Control. For handover control, the UE has to perform continuous measurements in a set of cells that are specified in a neighbour cell list (or similar for LTE), which may be broadcast by the network (similarly to System Information Blocks Type 11/12 in UTRA). UE measurements are important for the downlink traffic, while NodeB measurements are necessary for the uplink (e.g. in case of uplink interference limited scenarios). Based on the measurements reported by the UE:s and NodeB:s, the ACGW has multi-cell knowledge and makes the handover decisions and communicates this decision to the UE:s using the RRC protocol. Upon the reception of such decision, the UE starts the necessary signalling and synchronization procedures to activate the radio link with the target NodeB. 

In the RRM architecture of Figure ‎4.1, HO decisions by the ACGW can also be done for inter-cell load balancing purposes (provided that the target resources make this possible). Such HO decisions can benefit from information that is provided by the RRM Server to NodeB:s and then further to the ACGW. For instance, in case of uneven load distribution within the geographical area of an RRM Server, the heavily loaded NodeB:s may give indication to the ACGW (based on rules and hints from the RRM Server) that some portion of the load should be redirected to other NodeB:s, after which the ACGW can initiate handover procedures. We note that in this latter situation other than handover actions (e.g. changing the current reuse scheme between cells) are also possible.

Admission Control. In order to support the shared network concept and also to allow the NodeB:s to take control over the radio resources, the final admission control decision is best made by the NodeB:s. This applies to the situation in which a new radio link has to be built up and resources have to be allocated for it either due to connection set up or due to handover. However, NodeB:s have limited multi-cell knowledge which may lead to a situation in which an accepted new call causes too high interference to a heavily loaded neighbour cell. Therefore, the RRM Server provides rules and hints that affect the admission control decision of the individual NodeB:s. Such information from the RRM Server can be provided periodically or on a demand basis; this issue is for further study.

The admission procedure is triggered by a request from the ACGW, and the admission decision is communicated back to ACGW. The ACGW plays therefore an important role in the overall connection establishment procedure by selecting the NodeB and requesting the necessary radio resources from it.

Load Balancing. Within LTE, load balancing among multiple NodeB:s can help to increase the overall resource utilization and to decrease inter-cell interference. Load balancing is effectively achieved by executing handovers that reallocate traffic from highly loaded cells to lightly loaded ones. Such handover decisions can be influenced by information that is provided by the RRM Server to NodeB:s and then further propagated to the ACGW. Again, we note that changing the reuse scheme between cells is also possible to change the resource sharing scheme among multiple cells.

Load balancing across multiple radio access technologies (inter-RAT) is made possible by allowing the ACGW:s to exchange information with e.g. RNC in UTRA. 

Inter-cell Interference Mitigation. Inter-cell interference mitigation involves various functions at different time scales. The RRM Server helps the associated NodeB:s to decide on some restrictions on time- and frequency domain resources by providing multi-cell information on a fairly coarse time scale (e.g. hundreds of milliseconds or more). Such restrictions can help for instance the scheduler and other resource management functions in the NodeB to minimize the probability for sub-carrier collisions. 


























































































































































































































































