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1 Introduction
The purpose of this paper is to compare the three candidate architectures which compete for LTE which differ mainly by RRC termination and inter-cell RRM.
At RAN3#50, it was agreed that no showstopper exists in security vulnerability wherever RRC is located and therefore the location of RRC needed be evaluated by balancing all criterias alltogether. 
This overall evaluation has been done hereafter taking into account the evaluations conducted and the main conclusions reached on security, RRM and mobility schemes during the last LTE meetings RAN3#48, #48bis, #49 and #50. 
2 Introduction

In order to compare the three architectures, they are recalled and modelled hereafter. 

Decentralized architecture: Arch-D 
The eNodeB terminates RRC and most RRM functions except the intercell RRM functions like logical O&M and radio configuration functions which are located in an eCRNC (e.g. Nortel proposal at RAN3#50 tdocR3-060024). This exhibits two types of interfaces: E3 and E5:
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Centralized architecture: Arch-C
RRC and all inter-cell RRM are done in ASGW with no RRM server:
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Hybrid architecture: Arch- H
In this architecture, a CPS server terminates RRC, is involved in the control plane, not only for the inter-cell RRM, for also for mobility and call setup events.
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3 Evaluation
The main performance indicators emphasized in the requirements TR are:

Latency
For the idle to active transitions the decentralized architecture outperforms the two others because it traverses only E2 compared to E2+E5 for arch-C and compared to E2+E3+E5 for Arch-H. The Arch-H is the worse due to the fact that it comprises at least a 3-nodes in control plane architecture.
Mobility (RRM apart)
For the signalling part, arch-D is more complex because assuming the outer ARQ is in source eNodeB and the contexts are not restarted at target eNodeB, the contexts must be transferred compared to arch-C and –H where the outer ARQ is in a central node and no context transfer takes place (ref tdoc R3-052920). 

The interruption time should be similar for all architectures and rather depends on other factors such as the forwarding method selected, whether radio bi-casting is used, at which point in time the path switch takes place, etc.

On the other hand, it was emphasized at RAN3#50 that a second element was also important for the handover which is the handover latency. Whereas all architectures present a similar latency for the inter-nodeB mobility scenario, it was shown at RAN3#50 that arch-C and Arch-H perform badly for all intra-eNodeB scenarios (see tdoc R3-060047 figure 1 section 3).  
Therefore it is fair to say that the score is balanced for all architectures from the mobility standpoint.
RRM
Arch-C and Arch-H present the advantage of a centralized RRM algorithm with uniform mobility decision criteria across the cells whereas in arch-D the sync of the algorithms might be less efficient (risk of ping-pong was mentioned at RAN3#50) depending on the variety of vendor implementations. 
But on the other hand, the co-location of the RRC in the eNodeB as in Arch-D which has the scheduler presents some advantages (DRA allocates resources to UEs in accordance to their radio conditions reported by RRC), and also to collocate RRC with the radio bearer configuration RBC (lot of configuration parameters decided by MAC, which must be given to the UE). Some examples can be found in tdoc R3-060029.

Moreover, the arch-D presented at RAN3#50 presents an inter-cell RRM database which can be generic and in particular can cross RAT borders like the today CRRM feature which had been originally designed across multiple RATs. This is another advantage.
It is proposed to assign again, everything considered, equal score from RRM standpoint to all candidate architectures.
Implementation Complexity
As was analysed thoroughly in tdoc R3-060055, the arch-C presents one interface with low complexity and one interface with high complexity, the arch-H presents two interfaces with low complexity and one interface with high complexity, the arch-D presents two interfaces with low complexity. Corresponding scores are given in the comparison table.
Number of interfaces (networking)
On this point, Arch-H is obviously the worse as the only gain compared to R6 is the bypass of the RNC user plane.

For Arch-D, even if it has no direct interfaces between eNodeBs (i.e. only logical interfaces via physical MME, but depending on various flavours of this proposal), there might be at least the necessity for Arch-D of extra configuration of IP addresses of neighbours cells for the mobility in each and every node B depending on the routing schemes retained. Arch-D is therefore more or less worse than arch-C depending on the final choice that will be done on the inter-eNodeBs networking.

Corresponding scores are given in the comparison table.

Security

At RAN3#43 all architectures were recognized feasible from a security standpoint. Also it was mentioned that eNodeB intrusions damage equally in all architectures (see tdoc R3-060088 revised draft report of joint RAN2/3/SA3); from that respect, termination of RRC in the eNodeB could even be seen as a better protection against DOS attacks as explained in the LS from SA3 in tdoc R6-060073/S3-050874.
However, more complexity was recognized to realize some security function in the eNodeB in addition to the one already decided in the ASGW (for user plane and NAS) since it was also decided at RAN3#50 that two set of keys would be used in such case. Several solutions were mentioned at RAN3#50. One solution proposed that the eNodeB keys are changed from eNodeB to eNodeB during mobility which features some extra complexity. Taking aside this particular solution and assuming the lower level keys are not changed like this, the extra complexity becomes much alleviated. For example, tdoc R6-060008 proposes a solution where the same common authentication is used for the two levels of security and eNodeB keys are not changed from one eNodeB to another.
It is proposed in summary to fairly assign an advantage to arch-C and arch-H for the easier security management.
Reliability

This one is a key point. It is one for which Arch-H is obviously almost a showstopper since it reintroduces a single point of failure (the CPS is connected in a fixed and geographical relationship with its eNodeBs). Arch-C is better due to its S1-flex interface (see tdoc R3-060048), however failure of one node above eNodeB removes RRM information even if the removal is scattered among the eNodeBs. In the Arch-D, the distributed database mirrored in the RRM server enables to recover quickly the RRM information if lost. 
Scalability

It is fair to introduce a scalability criteria in the evaluation. Indeed, it is easy to reduce the number of nodes to match the requirement of LTE in particular in terms of user plane latency and control plane latency. Why not even a single node? but the hidden side-effect is the scalability. By reducing the number of node to 2, the arch-C makes of the ASGW a RAN node in addition of a CN node (thus according to the definition of RAN node and CN node given in the London meeting tdoc R3-051160). This is clearly visible in the RRM mapping provided in tdoc R3-060046 where most RRM functions follow with eRRC inside the ASGW. The underlying issue of scalability is that RAN nodes are usually not dimensioned according to the same criteria than CN nodes. The RAN part is usually dimensioned upon radio engineering criteria whereas the CN part is usually dimensioned upon the expected packet service activity. In addition to pushing radio functions far away in the core network close to "layer 3" (ASGW is also the 3GPP anchor and the inter-AS mobility anchor), this yields to scalability issue. 
Opex

Logical O&M. as a centralized point seems featured in all three proposals. It was recognized as an advantage at last RAN3#50 such as:
· to have dynamic updates (dynamic O&M recognized hardly feasible by O&M discussed as discussed in tdoc R3-060052),
· to keep some consistency that would be difficult to achieve when thinking of an open E5 multi-vendor interface. (In that case, assuming there is no central RAN node and eNodeBs are from different vendors each controlled by its own OMC-R, coordination is difficult to achieve for the radio configuration RRM part – see tdoc R3-060029 discussion on vendor dependant O&M interface). 

4 Conclusion

The result of the evaluation with the affected scores is provided in the table below which will hopefully not be controversial:
	
	Arch-D
	Arch-C
	Arch-H

	Latency *
	2
	1
	0

	Mobility
	1
	1
	1

	RRM 
	1
	1
	1

	Implementation Complexity 
	2
	1
	0

	Nb of interfaces (networking)
	1
	2
	0

	Reliability
	2
	1
	0

	Scalability
	1
	0
	1

	Security
	0
	1
	1

	Opex
	1
	1
	1

	
	
	
	

	Total
	11
	9
	5


Conclusion:

It is recognized that each architecture has its strengths:

Arch-D : latency, implementation complexity, reliability

Arch-C: number of interfaces (networking), security

Arch- H: Opex

However, taking into account the weighting of these strengths in the LTE requirements, and considering also the weaknesses of these architectures in the ranking, arch-D wins.

Weighting 

It is difficult to assign a weighting to the scores above. In the table above, a weighting of 1 has been given to all criterias but depending on the viewpoint, all criterias may not be seen with the same priority.
However, among all criterias, some are explicitly part of the requirements TR25.913 like the latency*. It is thus fair to multiply the latency* results by 2:
	Final Total
	13
	10
	5


Proposal 

It is proposed to capture this evaluation in the TR25.912 and TR R3.18 (section 2 and 3 and the final table).

It is thus proposed to agree on and keep only the winning architecture which is also supported by a majority of companies. 

Tdocs List
The list of tocs written by different companies that has been used in this overall evaluation is provided hereafter:

R3-052920: Joint RAN2/3#49 Seoul: Nokia, IPWireless, Samsung, Fujitsu, ETRI, Nortel, LGE, Alcatel, Motorola, Panasonic, CATT, Huawei, NTT DoCoMo, NEC, Lucent "Joint proposal on U-plane architecture option A"
R3-060047: RAN3#50 Sophia: LTE Connected Mode Mobility /Ericsson
R3-060029: RAN3#50 Sophia: Handling of RRM in a Decentralised RAN Architecture /Alcatel
R3-060055: RAN3#50 Sophia Location of RRC Function and its Impact on Complexity /Alcatel
R3-060088: RAN3#50 Sophia:  /draft report of joint RAN2/3/SA3 on LTE security
R6-060073/S3-050874: RAN3#50 Sophia: Security implications of RAN LTE control plane architectural alternatives /LSin
R6-060008: RAN3#50 Sophia: LTE Security Architecture /Nortel
R3-060048: RAN3#50 Sophia: Support for multi-to-multi relationship between MME/UPEs and Node Bs (S1-flex) /Ericsson
R3-051160: RAN3#48 London: Report of 3GPP RAN3#48
R3-060046: RAN3#50 Sophia: RRM Functions and their placement in E-UTRA /Ericsson
R3-060052: RAN3#50 Sophia: RRM distribution in LTE Architecture /Nokia
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