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1. Introduction

In RAN3#50, some contributions on the RRM server were discussed. In order to clarify the necessity of the RRM server, it is needed to study the inter-cell RRM function related to the following process:
· Load balancing control

· Inter-cell interference control

This document studies the load balancing control mainly and way forward for the RRM server in E-UTRAN is proposed.

2. Architectures under consideration

In this document, two architectures shown in Figure 1 are studied. In architecture 1 and architecture 2, information for inter-cell RRM is exchanged on X2 interface between eNodeBs and, X3 interface between eNodeB and RRM server, respectively.
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Figure 1. Two architectures under consideration

The number of connections to exchange information for inter-cell RRM can be a criteria to select the architecture since this is corresponding to the required signaling processing capability of eNodeB. The number of connections for architecture 1 and architecture 2 are nC2 and n, respectively, where n is the number of eNodeBs, which need information exchange for inter-cell RRM each other. In case of n = 10, for example, the number of connections for architecture 1 and architecture 2 are 45 and 10, respectively. This means that the architecture 2, i.e. architecture utilizing RRM server, can reduce the number of connections for RRM information exchange and that the required signaling processing capability of eNodeB can be relaxed. Note that, however, this benefit is not so significant in case that the number of eNodeBs, n, is not so many.
3. Load balancing control

Similar to UTRAN, load balancing control in LTE system will be performed in:

· Overlaying Cells with different frequency band (carrier) or RAT but covering the same geographical area
· Neighboring cells with same frequency band and RAT
In the following section, the above two cases are studied separately.
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2.1 Load Balancing between Overlaying Cells
There are some implemental cases where cells with different carrier or RAT and covers the (almost) same geographical area are managed by different eNodeBs. In these cases, to perform load balancing between the cells, load information should be exchanged between eNodeBs to follow load fluctuation in each cell.
It is anticipated that the number of eNodeBs managing overlaying cells will not be so many, e.g. around 4 (GERAN, UTRAN,  E-UTRAN and an additional spectrum band). This means that the number of connections to exchange the load information between eNodeBs is not so many. And time interval of around 10 seconds is estimated to be enough for the load information exchange between eNodeBs.
As a result of above studies, the required eNodeB signaling processing capability to exchange the load information may not be significant for the load balancing between overlaying cells. And therefore, the necessity of the RRM server is low.
2.2 Load Balancing between Neighboring Cells
Basically, UE may camp on an arbitrary cell and handover to the best cell. However, network may direct a UE to another (second best) cell due to lack of eNodeB resources. In this case, to perform load balancing between the neighboring cells, load information should be exchanged between eNodeBs to follow load fluctuation in each cell.
In this case, load information is needed to be exchanged with all neighboring cells, e.g. around 10, and the number of connections to exchange load information is relatively high especially for architecture 1. However, frequency of the load information exchange can be low since load information exchange between eNodeBs may be performed mainly when needed, e.g. when eNodeB is lack of BB card resource, furthermore, load balancing with neighboring cells can also be performed at radio interface, e.g. Ec/N0 base cell (re)selection, broadcasting load related information to UE.
Hence, the required eNodeB signaling processing capability to exchange load information may not be significant for the load balancing between neighboring cells. And therefore, the necessity of RRM server is low.
4. Proposal

As described above, we can see that the impacts of load information exchange for load balancing with overlaying cells and neighboring cells are low and clear necessity of RRM server cannot be identified for load balancing.
Inter-cell interference control is another driver to use RRM server. This is under discussion in RAN1, however, we do not identify good schemes with significant gain and reasonable signaling load using RRM server so far.

There is a possibility, however, that in the future we can identify good inter-cell RRM schemes with significant gain and reasonable complexity using RRM server. Therefore, NTT DoCoMo proposes as followings:

· RAN3 to decide two-node architecture without RRM server, i.e. eNodeB and access GW only, as a working assumption of E-UTRAN architecture.

· Inter-cell RRM functionalities shall be allocated in the eNodeB. Information for the inter-cell RRM is exchanged between eNodeBs if needed.
· RAN3 to continue study on a necessity of the RRM server and methods to add RRM server in the future with minimal impact to other aspects on architecture.
5. Conclusions
In this document, impact of load information exchange between cells for load balancing was studied in order to clarify the necessity of RRM server. It was concluded that this impact is not so significant since the number of connections between eNodeBs is low and high frequency of the load information exchange is not required for overlaying cells. In case of load balancing for neighboring cells, the impact is not so significant, also, since frequent load information exchange is not needed and load balancing can be achieved at radio interface, also.
As conclusions, we propose E-UTRAN architecture without RRM server, i.e. eNodeB and access GW only. And we propose to continue study on the necessity of the RRM server and methods to add RRM server in the future with minimal impact to other aspects on architecture.
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