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1. Introduction
This document discusses the placement of the outer ARQ functionality. We can differentiate two options for the location of the outer ARQ endpoint, which can be either in the NodeB or in a central gateway node. In the following we refer to such a central gateway node as the Access-Core Gateway (ACGW). 

In this contribution we compare the two options for the placement of the outer ARQ and we show that terminating the outer ARQ in the ACGW provides a number of benefits and it does not jeopardize the performance. This contribution is an updated version of the previous submission at the last RAN2/3 joint meeting in November with an extended section on the performance aspects. See also [1] for a simulation based performance comparison of the two options.

2. Outer-ARQ

We can distinguish the following two main sources of packet loss that could be handled by an ARQ mechanism:

· Losses due to residual errors in the HARQ process: The hybrid ARQ process in the NodeB is designed to operate with a target error rate that yields a high radio efficiency. The HARQ process is susceptible to NACK->ACK misinterpretations, which is the main source of residual packet losses in the HARQ layer. The probability of a NACK->ACK misinterpretation is in the order of 10-3. Since this residual error rate would be too high for TCP to achieve high throughput [2], an outer ARQ mechanism is needed to hide such errors from TCP, as it was also discussed and agreed in RAN2 #48bis.

· Losses during handover: Packets that are buffered in the NodeB or that are out in the pipe can be lost when a handover occurs. In order to avoid such losses some mechanism is required that can guarantee that the packets buffered in the old NodeB are sent out to the UE at the new NodeB. It has to be also ensured that the packets are delivered to the UE in-order and without duplications at the new NodeB. In-order delivery and duplication-less delivery require at least to be able to identify the in-flight packets by a sequence number, which means that a sequence number needs to be added to packets in the mobility anchor node (the ACGW in our case). 
As it has been pointed out above, one of the reasons of having an outer ARQ mechanism is to handle the residual HARQ errors. From this aspect it could be an equally good solution to terminate the outer-ARQ either in the NodeB or in the ACGW, as the performance would be the same in both cases [1]. See Section 3 for more details on why an outer ARQ in the ACGW would have no negative impact on the performance. 

For the handling of losses due to handover it would be a natural choice to reuse the same outer ARQ mechanism, which is already present in the system, as opposed to defining some new mechanism for the relocation of buffers and UE contexts from one NodeB to another in case of handovers. The outer ARQ mechanism can be reused for providing lossless handovers if it is collocated with the UP mobility anchor in the ACGW, where it would give the following benefits as compared to a NodeB-to-NodeB relocation scheme:

· There is no need for the forwarding of buffer content and UE context between NodeBs. The forwarding could delay the handover process especially if large amount of data in the UE contexts need to be moved. We also note that the most likely scenario is that NodeBs are connected in a star topology, which results in that the forwarded packets will have to travel twice on the last mile link.

· There is no need for an interface between NodeBs. Such a control interface between NodeBs would be an operational burden as well as it would create potential for new security risks.

· Lossless, in-order delivery and duplication-less delivery are guaranteed. Note that in-order delivery and duplication less delivery necessarily assume some sequence number on packets, which needs to be added in the mobility anchor node.

· As other functions like ciphering and header compression are also terminated in the ACGW, there are additional benefits of reusing the same packet formats, and protocol headers for all of these functions including the outer ARQ. Since we assume no segmentation at the outer ARQ layer it is straightforward and implies no performance penalty to use a common packet format for all the functions that are located in the ACGW. For example, ciphering requires a sequence number to be added to packets in the ACGW and when outer ARQ is placed in the ACGW as well, the same ARQ sequence number can be reused for both purposes. 

· Placing outer ARQ in a central gateway node also allows for the support of selective macro-diversity combining.

3. Considerations on Performance

3.1 Latency

Latency wise, it is acknowledged that the outer retransmission loop may have a longer RTT when it is terminated in a central gateway node than when it is terminated in Node B. In fact, the retransmission delay may increase with one Iub RTT when the outer ARQ is in the ACGW as compared to when it is in the NodeB. This is because, both the status report in one direction and the retransmitted packet in the other direction have to traverse the Iub link, which is an extra Iub RTT delay in the retransmission. We assume that the outer ARQ status reports and the retransmitted outer ARQ PDUs are prioritized over the transport network, which means that the delays suffered by these packets will be equal to the delays experienced in an unloaded network. This means that the outer ARQ retransmission delay increases with one RTT of an unloaded Iub, which should be less than 10 ms according to the requirements. Such a small increase in the outer ARQ retransmission delay cannot result in unwanted TCP timeouts even if the TCP RTO is set to a small value. In fact, due to the rare nature of the outer ARQ retransmissions and the small increase in RTT variance, the impact on TCP throughput is negligible [1]. 

3.2 Outer ARQ Window Size

It is also acknowledged that the outer ARQ will need to operate with a somewhat larger window when it is placed in the ACGW as opposed to when it is in the NodeB. The required size of the outer ARQ window is approximately R*RTT_ARQ, that is, the link rate times the outer ARQ RTT, which means that the window size increases with R*RTT_Iub in the case when the outer ARQ is in the ACGW. Assuming 100 ms for a worst case, high load Iub RTT, which includes the queuing delays in NodeB and in transport network nodes, and assuming 100 Mbps maximum cell capacity, the required extra memory for maintaining the outer ARQ window in the central gateway node is approximately 1.25 Mbyte per cell capacity. To estimate the total extra memory required in the ACGW one can scale the per cell capacity value proportionally to the aggregate capacity of the ACGW node. As an approximate for typical size gateway nodes we can say that the extra memory required to maintain the outer ARQ window in the ACGW would be in the range of 100 Mbytes, which is not a significant amount considering the size and the price of today’s memory elements. Note also that such a high capacity switching node would anyhow have buffer spaces in the order of 100 Mbytes to accommodate input/output queuing independently of whether the outer ARQ is in the NodeB or in the ACGW. 

3.3 HARQ Error Detection

In case of a residual HARQ error due to a NACK->ACK misinterpretation it is not easy for the HARQ layer to give useful hints to the outer ARQ layer for the detection of the lost outer ARQ packets. The receiver HARQ entity can detect that a NACK->ACK error has occurred when it detects that the sender is sending new data instead of retransmitted data, but it cannot tell which outer ARQ packets were carried in the lost Transport Block (TB), since it could not decode the corrupted TB. These lost packets will be detected based on missing sequence numbers by the outer ARQ layer. Although some optimization might be possible to achieve by a tight integration of the HARQ and the outer ARQ layers, e.g., by using a TTI based reference when requesting outer ARQ retransmission, the performance advantages of such a combined solution is expected to be limited, since the HARQ residual errors would be rare anyway and the optimization may not be utilized in all cases, e.g., only when there is continuous flow of data but not for short transmissions. Integrating more functionality into the HARQ protocol would also increase the complexity of the HARQ layer.

3.4 Outer ARQ Packet Size

We assume no segmentation on the outer ARQ layer, which means that a complete PDCP/IP packet is encapsulated as an SDU into an outer ARQ PDU. (We note that segmentation on the MAC layer may need to be performed but this is out of the scope of the current document.) As a consequence of no segmentation at the outer ARQ layer, when the HARQ layer fails and an outer ARQ retransmission needs to be performed, a complete PDCP/IP packet will be retransmitted. However, assuming the high link rates of LTE, this is not expected to have a negative impact on the efficiency, since one transport block, i.e. one TTI, will be large enough to accommodate one or more typical size IP packets. That is, if a transport block is lost on the HARQ level whole IP packets will have to be retransmitted anyway. 

3.5 Transport Network Load

In case the outer-ARQ is placed in the central gateway node the outer ARQ retransmissions and status reports will be carried via the transport network. However, the load on the transport network due to such retransmissions and status reports are negligible. The outer ARQ retransmissions happen rarely enough in order not to have any measurable effect on the transport network load. For the status reporting it is possible to use optimizations and to send status reports less frequently than in the current RLC protocol. For instance, status reporting may be limited mostly to requesting retransmissions (NACKs), while positive acknowledgements can be sent in some optimized way (e.g., cumulative ACKs, piggy-backed in reverse direction UP data). 

4. Conclusion and Proposal

Terminating outer ARQ in the central gateway node opens up the possibility to use the same ARQ functionality not only for handling residual HARQ errors but also for handling losses in case of a handover, without any harmful effect on performance and latency. Using the outer ARQ mechanism for providing lossless handover also removes the need for an inter-NodeB interface and thereby simplifies the system architecture. In order to exploit such extra benefits of the outer ARQ mechanism in the handling of handovers, the outer ARQ functionality needs to be located in the node that switches the UP in case of mobility, i.e., the mobility anchor.

Therefore, we propose that the outer ARQ functionality should be located in the central gateway node.
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