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1. Introduction

At the last meeting RAN3#49 the description in the document R3-051404 ‘RRM functions’ has been agreed for inclusion in TR R3.018. This document makes use of the taxonomy of RRM tasks included in the TR to elaborate on the allocation of  RRM tasks to network nodes in a architecture where active mode handling of UEs is performed in E-Node B and idle mode handling of UEs is performed in a node above E-Node B (Architecture Option C).

The document provides an update of the ‘RRM tasks for E-UTRAN and Proposed Allocation’ section in the tdoc R3-051351 in accordance to the questions arisen during the RAN3-49 meeting. 

The document shows that the decentralised RAN architecture allows for a dramatic reduction in complexity of RRM and for the possibility to optimise the functions of RRM, with respect to latency, signalling procedure complexity, improved adaptation to radio conditions and OAM effort.

2. Discussion

Decentralised RRM: RRM tasks for E-UTRAN and Proposed Allocation to Network Nodes

Radio Bearer Control (RBC)  in E-UTRAN

In E-UTRAN all UEs will use a shared radio channel on which all logical radio channels of a cell are mapped. Therefore it is expected that as for HSDPA/HSUPA important configuration parameters as e.g. control channel allocation to UEs are provided by the MAC in ENB. In the envisaged architecture (only 2 UP nodes in an Access System are foreseen) all user plane radio layer protocol entities will be located in ENB. This means that the natural place to decide the actual radio bearer configuration for a UE is the ENB and to signal this configuration directly from ENB to UE. Figure 1 shows that this would allow to considerably reduce the complexity of the related signalling procedures compared to legacy UMTS and to allow for re-/configurations with very low latency. 

Note: In Rel-6 UMTS RBC is located in SRNC and partly in Node B. RBC for MAC-e and MAC-hs in ENB provides the configuration parameters to the UE by providing it to CRNC which provides it to SRNC and SRNC finally to UE. Since in legacy UMTS more than one Node B has to be involved to provide for the different radio links in soft handover and since the Radio Bearers are terminated in SRNC hosting central user plane functions, RBC had to be placed also in SRNC. 

Note that to allow for synchronized configuration and reconfiguration radio interface timing information like the CFN must be used. This information is available in the legacy SRNC due to the synchronisation procedures of the frame protocol. In the envisaged ‘2 node in the user plane architecture’ for LTE this information is only available in ENB and UE, which mandates to shift the RBC and the RRC towards ENB.
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Figure 1: Radio bearer control at ENB allows for termination of RRC in ENB

Radio Admission Control (RAC)  in E-UTRAN

Radio admission control checks the availability of radio resources and of radio processing resources. The place where information about these resources is available is the ENB. Therefore the natural place for the RAC is in the ENB. As further input for the Radio Admission Control the radio bearer configuration might be needed as in UMTS Rel-6. But since the RBC is in ENB this is no problem. 

Note: In Rel-6 the involvement of possibly several Node Bs in the provision of several Radio Links for Macro Diversity makes it beneficial to foresee a kind of probabilistic RAC in the CRNC, which makes the admission control based on measurements and using a model for the processing capabilities (consumption laws). In drift cases this means that RAC and RBC are in two different locations. This implies also that the Radio Link Setup and Radio Link Addition or Radio Link Reconfiguration over Iur are trial and error based. 

Radio Configuration (RC)  in E-UTRAN

For the operator it is paramount to be able to monitor and to control the radio network such that it provides the most satisfactory service in the most efficient way to the users. The way to configure and to tune the network is provided by the OAM systems (OMC-R). The OAM systems have interfaces to the RAN nodes for the provision of configuration parameters and to retrieve performance indicators from the RAN.

In UMTS Rel-6 the support of MDC required a central RAN node, the RNC. Many of the configuration parameters provided by the OAM system to the RAN have relevance for both, the RNC and the Node B. Examples are e.g. Maximum Transmission Powers or information about neighbouring relations as used in System Information Broadcasting and in RRM algorithms especially for CMC. This means this information has to be duplicated. In order to allow for consistency the concept of logical OAM has been introduced in which the CRNC forwards the configuration parameters received to OAM to the Node Bs.

Since in E-UTRAN there is no need for a central RAN node the provisioning of configuration parameters can be very much simplified in E-UTRAN. Note also that a consistent update of configuration data in an area is no problem since state of the art management systems allow for mechanism like two phase commit procedures.

This is depicted in figure 2.
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Figure 2: Comparison OAM structure in UTMS R99 – Rel-6 and envisaged reduction of complexity and excessive duplication of data.

Connection Mobility Control (CMC) in E-UTRAN

Several reasons to handover a connection from one cell to another can be distinguished. The most import reasons are Radio Condition Based (Optimisation of Network Throughput), Load Based (Traffic Management), Mobility Pattern Based (Hierarchical Cell Structures; Micro- or Pico Cells for Capacity; Macro Cell for Mobility) and Loss of Radio Connection Based. In the envisaged decentralised RAN architecture the configuration of required UE measurements, the handover decision and execution are tasks of the ENB. The UE measurements are configured by ENB using UTRA configuration information provided by RC (Radio Configuration). Below arguments are provided showing that an E-Node B can have sufficient information for handover decisions in realistic deployment scenarios without requiring extensive Inter-ENB signalling for exchange of E-UTRAN measurements (e.g. cell load measurements). 

Radio Condition Based Handover:

Already the ongoing discussion on enhanced re-pointing schemes for HSDPA showed that the UMTS Rel-6 cannot provide the required handover latency to allow to maintain the required QoS for HSDPA carried traffic like streaming or VoIP. A major point for this is the inherent latency introduced by the signalling of measurements from UE to Node B to CRNC and SRNC.

The required low latency between detection of radio condition changes, the decision to make a handover, and the actual execution of the handover suggest that the radio measurements by the UE on which the decision is based are evaluated in ENB. This nicely fits with the requirement to terminate RRC for RBC in ENB. 

Load Based Handover (optimal usage of fragmented frequency bands):

The E-UTRA will allow for flexible spectrum allocations in the range from 1.25 to 20 MHz. Normally it is expected that for trunking efficiency reasons an operator will not fragment an available contiguous spectrum in different bands. However an operator might have spectrum available which is not contiguous. In these cases the traffic has to be directed to the different frequency bands such that  some kind of load balancing is achieved.

For load based handover the latency requirements are likely to be not such critical as for radio based handovers. Therefore the provision of this feature shouldn’t provide any problems with an allocation of this CMC to ENB. Either in case of overload simply handovers to different neighbour cells can be tried or in an optimised schemes load information could be communicated between neighbouring cells managed by the same ENB or between neighbouring ENBs. It should be noted that load based handover will normally not occur between adjacent cells but between ‘overlapping‘ cells covering the same geographical area
. Cells covering the same geographical area are likely to be controlled by the same ENB, therefore for this kind of handover no load signalling between ENBs  is required. This is illustrated by figure 3.
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Figure 3: Load Based Handover – Cells for Load Based Handover Controlled by same ENB.

Mobility Pattern Based Handover (directing UE to appropriate cell layer in accordance with its velocity):

In some deployments coverage in an area is provided by Hierarchical Cell Structures, where few large Macro Cells are used to provide service to UEs moving with high velocity and many small Micro Cells are used to provide capacity for UEs which move only slowly through the area. This is depicted in figure 4. ENBs controlling the current cell of an UE use information on the UE velocity, e.g. obtained by the frequency of handovers in the past, to decide if a handover to another cell layer or to an adjacent cell in the same layer is needed. For this kind of handover no inter ENB load measurements are needed, since the allocation to the different layers is not done under load considerations but mobility aspects. Of course it would be beneficial if the UE context maintained in the ENBs keeps some information about the frequency of handovers in the recent past
. 


[image: image4]
Figure 4: Mobility Based Handover – Cells for Load Based Handover are selected in accordance with the frequency of handovers in the past.

Conclusion for CMC allocation: Taking all this arguments together it becomes evident that CMC should be allocated to ENB.

Dynamic Resource Allocation (DRA) (scheduling) in E-UTRAN

The discussion during the introduction of HSDPA and HSUPA showed that radio performance can be considerably improved if the allocation of resources for the actual transmission is performed in Node B. This will not change in E-UTRA and therefore DRA should be allocated to ENB.
One important point is that scheduling decisions in a cell might have an severe impact on neighbouring cells reducing the available capacity in the neighbouring cells. The figure 5 illustrates this for the uplink scheduling
. The UEa is scheduled by its serving Cell1 . The UE is provided in the figure with sufficient resources to make use of the whole capacity available in Cell1. However these resources are also consumed in the neighbouring cells namely Cell2 and Cell3 , reducing the available capacity in these cells for traffic accordingly. In the figure it is assumed that the UE1 is in radio conditions (cell border) where its signal is received by the serving cell and the other cells with nearly the same power. 

It is evident that the ‘unfair’ situation depicted in figure 4 in which the scheduling decision in Cell1 reduces the available capacity in neighbouring cells to nearly zero has to be avoided in a real system. This implies that a scheduler has to take into account the radio conditions with respect to neighbouring cells (geometry factor) in its scheduling decisions. It should e.g. allocate to UEs in cell border areas not all the radio resources available in the serving cell. As a consequence a scheduler should have access to UE measurements providing information on the UEs radio conditions (geometry factor). There should be also some rules allowing to control the scheduler decisions to allocate resources to UEs in accordance to their radio conditions. These rules are envisaged to be provided by RC (Radio Configuration). As an optimisation it can be envisaged that DRA (scheduling) of neighbouring ENBs co-ordinate via an inter ENB interface. This would allow that a scheduler can employ additionally to the knowledge of the UEs radio condition also the current traffic load in neighbouring cells. If there is only a small amount of traffic to be scheduled in the neighbouring cells this would allow to allocate also to UEs at the cell border the full or a high percentage of the available cell capacity.
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Figure 5: Inter-Cell RRM aspect of DRA (scheduling). Example uplink scheduling decision in Cell1 allocating a certain capacity  reduces available capacity in Cell2 and Cell3 by a similar amount..

Inter-cell RRM (interference management & load management) (ICR)

The Inter-Cell RRM describes all aspects and decisions of RRM with significance for more than one cell. Therefore it is an aspect of the following other RRM tasks described above: RC (Radio Configuration), DRA (Dynamic Resource Allocation), and CMC (Connection Mobility Control). The allocation of these tasks to network nodes is described in the sections devoted to these tasks. No need is seen to have an additional kind of network node for Inter-cell RRM.

The Radio Configuration (RC) is a task mainly dealing with Inter-Cell RRM. Examples for functions with multi cell scope are: 

· The transmission of System Information has multi-cell relevance, because it should be consistent between neighbouring cells and because it allows to direct the UEs to proper cells in idle mode mobility. 

· The configuration of schedulers to use a certain maximum downlink power on the carrier or on certain sub carrier sets has an impact on several cells (from a multi-cell perspective the interference situation in neighbouring cells will be different in case the total downlink transmission power is 2 Watt compared to the case it is 10 Watt).

· The configuration of schedulers with rules how to consider the radio conditions with respect to neighbouring cells (geometry factor) in its scheduling decisions.

· Configuration of ‘interference tolerant’ frequency regions for uplink as proposed for certain interference co-ordination schemes [1].

Inter-Cell RRM aspect of Dynamic Resource Allocation or scheduling (DRA): 

· The decision of a scheduler to allow a specific UE to transmit in the uplink has in general multi-cell relevance, since the radio signals are not only received in the serving cell, but are also received in neighbouring cells. The impact will depend on the location of the UE in cell (border or not).

· The co-ordination between schedulers to allow to mitigate or to control the inter cell interference has multi-cell relevance. The basic approach to achieve this co-ordination is by proper configuration of the schedulers by RC. For short term cell capacity exchanges between cells also communication between schedulers to agree on a co-ordinated resource shifting is envisaged. However these dynamic (semi-static) capacity adaptations are considered as an optimisation and a normal efficient operation of the air interface should be possible without this optimisation.

Inter-Cell RRM aspect of CMC (Connection Mobility Control):

· In cell arrangements where the same geographical area is covered by different cells it should be possible to control the traffic such that the traffic load on the different overlapping cells is not to different and that the traffic is directed according to its mobility pattern to the appropriate cell layer in HCS (Hierarchical Cell Structures).

Comparison Centralised RRM Handling and Decentralised RRM Handling

The table 1 below compares the so called centralised RRM handling, where the RRM functions are distributed between a central node and the ENB and the RRC is terminated in a central node, with the so called decentralised RRM handling where the RRM functions are mainly centralised in the ENB and RRC is terminated also at the ENB.

In the table favourable aspects are indicated by a ‘+’ and negative aspects by a ‘-‘

	
	Centralised Handling
	Decentralised Handling

	Radio Bearer Control (RBC)
	Location: Distributed partly in central Node and partly in ENB

- complex signalling required between ENB, Central Node and UE because of the distributed nature.

-- synchronisation of RB (re-) configuration in UE and UTRAN is hard to achieve if central Node does not host also user plane functions with timing info (-> not compatible with a two node user plane architecture)

- high latency 
	L: In ENB



+ Only signalling towards the UE



+ synchronisation of RB (re-) configuration in UE and UTRAN is easy using user plane timing info (like CFN in UMTS)

+ very fast

	Radio Admission Control (RAC)
	L: In central Node.

- Requires signalling of radio resource consumption e.g. measurements, traffic load and processing load information. 
	L: In ENB

+ RAC at location where the resources are allocated. No signalling needed.

	Connection Mobility Control (CMC)
	L: In central Node

- Handover latency suboptimal

- traffic load information based handover algorithms need signalling of load information  between ENB and central node (e.g. RT load NRT load with the known issues). Additionally Radio Resource Consumption for RAC needed.

- simple overload based handovers still would require the radio resource consumption signalling.
	L: In ENB

+ HO latency optimal

+ traffic load information based handover algorithms possible without inter node signalling of load information  because it is expected that overlapping cells are in general controlled by the same ENB.

+ allows for simple overload based handovers without load information signalling or radio resource consumption signalling.

	Dynamic Resource Allocation (scheduling) (DRA)
	L: In ENB

- dynamic co-ordination of schedulers would require an inter ENB interface probably implemented by an interface conveying this information via a central node.
	L: In ENB

- dynamic co-ordination of scheduler would require an inter ENB interface. This interface is envisaged to be a direct interface between ENBs.

	Radio Configuration (RC)
	L: OMC-R based 

- replication of data base in central node and ENB

- distribution function in central RAN node needed

- two different OAM interfaces needed (logical and physical)

FFS: interworking between OAM systems of different vendors 
	L: OMC-R based

+ no replication


+ no RAN distribution function needed

+ only one OAM interface for ENB

FFS: interworking between OAM systems of different vendors 

	Inter Cell RRM (ICR)
	ICR is just an aspect of the above RRM tasks. Therefore for pros and cons see above.
	ICR is just an aspect of the above RRM tasks. Therefore for pros and cons see above.


Table 1: Comparison Centralised RRM Handling and Decentralised RRM Handling

The table indicates that in most aspects the decentralised RRM handling show considerable advantages against the centralised RRM handling. 

3. Conclusion and Proposal

It has been shown that for all RRM functions no need
 for a separate control plane node in case of a two Node user plane architecture could be identified. 

Specifically it has been shown that RBC (Radio Bearer Control) and RAC (Radio Admission Control) is best performed in ENB. It has also been pointed out that all the required information for CMC (Connection Mobility Control) is in general available in ENB without requiring excessive inter ENB signalling. This is also true for load or mobility pattern based handovers. For the DRA (scheduling) it has emphasized that the scheduling decisions have an inter cell impact and therefore the schedulers have to use information of the radio conditions (geometry factor) of UEs in accordance with rules provided by RC (Radio Configuration). As an improvement a co-ordination of schedulers in different ENBs can be envisaged via inter ENB interfaces. The Inter Cell RRM is not considered to be a separate RRM task but an important aspect of the RRM tasks CMC, DRA and RC. The RC is the only task ensuring the consistent configuration of the whole E-UTRA and represents a kind of central RAN functions. The RC is seen as part of OMC.

The contribution shows, that considerable reduction of RRM complexity and enhanced RRM performance can be achieved, by not using a central control plane node.  This is mainly due to the possibility to avoid complex signalling procedures. Only the support of MDC in legacy UMTS has required to terminate the Radio Bearer in a central user plane node above Node B, which implied the need to terminate RRC also in a central node above Node B, despite the obvious disadvantages in terms of complexity and latency of this approach. 

Proposals:

It is proposed to discuss and to agree on the allocation of the RRC functions to ENB.

It is proposed to include the respective description and reasoning for the allocations in the TR R3.018 in a section ‘Decentralised RRM with RRC termination in ENB’.

It is proposed to include the comparison table 1 in a suitable section of the TR R3.018 under the heading ‘RRM architecture comparison’.
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Common timing reference due to radio interface timing used by RBC allows for synchronised (re-) configuration.
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� Radio Condition Based Handovers to neighbouring cells covering different geographical areas, will occur in general between cells of the same frequency, because the required UE neighbouring cell measurements are less complex, if they are preformed on the same frequency . Normally there is not much choice   between neighbouring cells (most times only one candidate cell) on the same frequency. So for this kind of handover load sharing is not an essential aspect.


� The basic idea is to apply  algorithms analogous to the cell reselection procedures in Idle –Mode as e.g. described for HCS in 3GPP TS 25.304.


� Uplink and downlink scheduling differ by the property that the impact of a scheduling decision on the neighbouring cells depend on the UE position in uplink whereas in downlink the impact does not depend on the UE position in the cell. 


� Radio configuration management (RC) needs some centralised function. However this function is provided by OMC-R i.e. not by a central RAN node.
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