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1.
Introduction

At WG3 meeting #48bis, a proposal for improving in UTRAN the access control to a given core domain, which temporarily run out of service, was presented with the introduction of the RANAP procedure “DOMAIN STATUS CHECK” (see [1]).

During the discussion, questions have been raised about the real need for such a procedure: it was referred to use the existing mechanisms which are available by the standards.

The following sub-clause describes the problems encountered in the field and explains why the current mechanisms cannot cope with these specific situations.
1.1
Problem description

The following situations have been often encountered in the field:

1. After a failure of a NAS procedure (i.e. Location Update), the SGSN detached all connected UEs and does not process any further request/signalling;
2 The SGSN detached all connected UEs and did not process any further request/signalling, due to HLR problems unable to accept Location Updates;
3
An intermediate Node connecting the RNC to the Core Network Domains went down: the CN domains were isolated, without interruption of the lower layer signalling.
The first kind of fault happened due to a problem in the Control Plane of the SGSN; even though it was not congested nor the physical line connecting the UTRAN is interrupted it resulted in disabling of all PDP Contexts whereas the SGSN did not process any further signalling. As a consequence, the RNC also ended up in an overload condition due to a burst of UEs access requests

In the second scenario, the congestion happened both at RNC and at SGSN level, due to the repeated attempts from the UEs to get registered; however, RNC went congested first, i.e. before the RANAP OVERLOAD message being received from the affected CN domain. 
In the third scenario, Fault in the Intermediate Node, NAS messages could not reach the SGSN, which was therefore unable to reply to the accessing UEs/incoming signalling.
For the above cases, neither the RANAP OVERLOAD [2] procedure nor the lower layers alarms could help. Therefore the RNC has no knowledge whether the CN domain is working properly but the UE still sends access requests to the RNC, which results in a congestion situation in UTRAN. In fact at this stage the only possibility for the UTRAN to control its state of congestion is to start discarding the incoming RRC connection requests, without the possibility to discriminate between the requested (PS or CS) domain. The consequence is that also service requests addressing a properly working domain could not be forwarded.
Finally, even for the infrequent case where the Physical Line becomes interrupted and the failure can be easily detected by the UTRAN via existing protocol alarms, it may not be appropriate for the UTRAN to immediately start barring the cell or the specific domain. For example:
· if the current RNC load is not excessive, it is better not to change the SIB nor to move the camped UEs to other RNC domains but wait for the link restoration; 
· SIB update should be better triggered by different events like e.g processor overload, assuming of course that UTRAN has the means to check the actual status of the connected CN domains.
2.
Conclusions

Currently the standard allows a congested node to apply a sort of “flow control” to the ingress traffic.

It is also possible to detect when lower layers become disconnected with appropriate alarms, which in principle can be used to trigger consequent actions at the purpose to control the potential congestion. Yet, it may not be always appropriate to use such alarms as triggers for specific RRM actions/procedures (e.g. SIB update).
However, no mechanism is foreseen to cover cases as e.g. 1) or 2) or 3) listed above where a peer Node does not send any indication about its working state. In case of the resulting congestion also in UTRAN, the UTRAN would discard UEs access requests (randomly) independent of the CN domain. 
Even if, in principle, such cases 1), 2), 3) are due to a bad implementation and therefore should not happen, they cannot be excluded. Therefore also for these specific cases it should be possible for the affected Node to activate protection mechanisms which have the minimum impact to the offered services. 
With the introduction of the Domain Status Check procedure the RNC has the status of the connected CN domain. As soon as one CN domain doesn’t work properly the RNC has the possibility to clearly react and bar UEs to this specific CN domain by discarding just the related UEs access requests. 
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