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1 Introduction
There are currently three scenarios where the Iu-Flex feature does not fulfil the expected level of redundancy: 

1. In case one CN node becomes unavailable (e.g. failure), it is necessary to re-distribute the traffic evenly among the remaining CN nodes to avoid collapsing one or several of them,
2. In case one CN node enters congestion , the reduction of traffic by steps during the Overload procedure needs to be different according to the CN node which is involved,
3. In case one RNC enters congestion, one CN node involved in the Overload procedure cannot determine if and how many other CN nodes participate in the traffic reduction effort.

2 CN Node Unavailable

Several causes can lead to the unavailability of a CN node: intentional O&M interventions such as a lock or a shutdown but also unexpected failures. The shutdown case typically corresponds to maintenance actions planned in advance and a couple of hours are left to smoothly hand off the traffic. It can be noticed that while SA2 has now finished specifying the "shutdown" case, they have essentially specified the trigger condition to hand off the UEs, but rely on Iu flex to distribute the load to the other nodes i.e. it was not part of their "node restart" work to improve/assess any shortcoming of the Iu-flex distribution part. Please refer to TS23.236 v6.1.0 conclusive update of Sept'05 section 4.5a.1:
A CN node should ensure that move operations does not overload the network. BSCs and RNCs shall be able to handle situations where several CN nodes are off-loaded simultaneously.

Whenever a CN node becomes unavailable, the load balancing algorithm receives hundreds of calls to redirect in a short amount of time. It is important to understand that it is thus under much more stress than the normal situation which had been anticipated i.e. the load balancing algorithm has been currently supposed to be used by the RNC only if the NRI value or the "V" value derived from IMSI cannot be recognized or cannot be mapped i.e. rare cases. 
In such an event, a random selection, or any other proprietary selection, by the RNC without knowing the current load situation of the neighbouring CN nodes may not longer satisfy the "load balancing" requirement. It can even have disastrous consequences. It cannot be guaranteed at all that one or several CN nodes already quite loaded will suddenly receive a significant amount of UEs that will make them collapse or, in the best case, enter the overloaded state (see section 3).
To prevent this, the RNC would need to know the load status of the CN nodes in its pool area. The load status would be reasonably defined as the amount of load each CN node can still accept w/o entering the overload status. It could be thought of:
· a static load value: if the static capacity of CN1 is known to be 1000 and CN2 equals 100, then one could load preferably CN1 but maybe CN1 is close to overload at that point in time (load=980) whereas CN2 is not loaded (load=20). 
· a refreshed percentage: in the example above, one could believe that the indication of a percentage would be better suited i.e. CN1 is at 98% whereas CN2 is at 20%. However, this is not always the case. If CN1 and CN2 are both at 95%, they seem equal but CN1 can in fact accept a load of 50, whereas CN2 can only accept a load of 5!
Therefore the relevant indication of load status proposed is a mix of both: static CN nodes capacities are configured in advance in the RNC (here CN1=1000 and CN2=100) and, in addition, a refreshed percentage of these capacities is provided as load status. 
A very lightweight signalling can be used for this by using event triggered reporting: i.e. the CN node only reports when significant variations of load happen and above a threshold. The existing well-defined Information Transfer procedure s available in release 6 can be used. One just needs to add one new information element of load status.
Various types of load status could be considered as relevant (but not necessarily mandatory) for performing load distribution:
· number of ongoing signalling connections a given CN node has established with its pertaining RNCs in an Iu-Flex context,
· number of UEs currently attached in this CN node,

· processing occupancy (control plane and/or user plane).
Depending on the network and on the vendors involved, the operator could wish to secure any of these factors. This will remain unspecified.
3 Overload in Iu-Flex

When a CN node enters the congestion situation, the specification currently says:
Reception of the message by the UTRAN should cause reduction of signalling traffic towards the CN node. The traffic should be reduced by one step. It is also possible, optionally, to indicate the number of steps to reduce the traffic within the Number of Steps IE.
If the congestion persists, the RNC is supposed to reduce the traffic further at step 2 at Tigor expiry, and further more at step 3, etc…
Congestion in one CN node with Iu-Flex
Example: the CN node can use four steps. It expects a 10% decrease of traffic by the RNC when it sends the first Overload message signalling step1, then it expects 20% traffic reduction when the step 2 is crossed, 50% reduction at step 3 and 100% reduction at step 4 (doesn't want anymore at all).

When Iu-flex is not used, an RNC has a unique parent CN. It can thus be configured statically beforehand which amount of reduction the parent CN expects. Therefore, when the step2 is crossed in the example above, RNC knows it must reduce by 20%.
In an Iu-flex configuration, the RNC can potentially receive Overload messages from any CN node in the pools and from both domains: this means from several tens of CN nodes.
These different CN nodes, which can be from different vendors, may have different trigger of overload threshold for sending the first Overload message, different trigger for the subsequent messages and various expectations from the RNC behaviour to follow.
Conversely, without knowing the amount of reduction a particular RNC would apply, a CN node cannot determine easily which and how many RNC(s) to involve in the overload reduction. For example, if all RNCs are involved without knowing the amount of reduction they will apply, it can create an undesired collapse of traffic instead of a smooth and even reduction. 

A configuration-based solution would require the following configuration data in every RNC for each and every CN node and for each domain:

· the number of steps that this CN node uses,
· for each step the amount of traffic reduction expected by that CN node.

These values would also have to be updated at every change of the network configuration.
Alternatively, it should be possible that in addition to sending the number of steps in the Overload message, the CN node includes the percentage of traffic reduction expected for each of these step. This can also enable dynamic adjustments by the CN nodes w/o configuration updates of the RNCs.
Congestion in one RNC with Iu-Flex
Conversely, w/o Iu-flex, when the RNC send an Overload message to its parent CN node, this CN node is the only one to have traffic with that RNC and it is simpler to calculate/configure the necessary reduction.
If Iu-Flex is used, the RNC has traffic to several CN nodes, and a CN node cannot determine if and how many other CN nodes have received the Overload message, the number of steps they will use, and how much reduction they will generate in parallel. 

It is needed here also that the RNC, as the central point of congestion, coordinates the reduction efforts across all CN nodes from different vendors by indicating the reduction level it expects to each of them. 

4 Conclusion and Proposal 

In this paper it has been shown that two mechanisms become ineffective in an Iu-flex scenario:

· the load balancing algorithm, initially designed for exceptional use, cannot cope with the scenario of one CN node becoming unavailable (e.g. failure),

· the Overload procedure, originally designed for an RNC with one CN node parent is not currently suited for an Iu-flex scenario involving several parents.
For the first one, it is proposed to include a load information element in the existing Downlink Information Exchange procedure in order to signal actual and refreshed CN load information. The nature of this information is proposed to be left configurable and operator dependant.
For the second one, it is proposed to signal in the Overload message the expected amount of traffic reduction associated with each step (see associated CR799).
The first one is intended to prevent congestion (collapse) situations to happen. The second one improves the congestion handling when it could not be avoided (see associated CR800).
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