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1 Introduction

This contribution discusses requirements on reliability and related necessary recovery mechanisms for nodes which provide mobility and subscription related data storage in related databases (“location registers”).
Frequent loss or corruption of data contained in location registers (i.e. mainly location information and subscriber data to handle traffic) will seriously degrade the service offered to users. 

Means need to be provided to limit the effect of failure of a location register and to restore related data automatically.

According to TR 23.882 the LTE_IDLE mode is regarded as a state where the UE can be kept for many days – which doesn’t represent a difference compared to what is expected from today’s network-entities handling users in IDLE mode.
In order to ensure continued operation those network entities which keep the related MM information in databases need therefore comparable reliability.
Without digging to much into details of architectural proposals received so far, 2 basic proposals can be distinguished:

a)
handling of subscription related data and mobility related related data for UEs in LTE_IDLE mode in the same network entity

b)
handling of subscription related data and mobility related related data for UEs in LTE_IDLE mode in different network entities 

Proposal a) can be regarded as representing the situation in Release 6, similar reliability requirements and recovery mechanisms can be applied to the relevant nodes.

Proposal b) can be seen as an architecture where 3 distinct nodes will have a role in dealing with UEs in LTE_IDLE: 
-
Home Register (HLR)

-
a visited node handling UEs LTE_IDLE mobility

-
a visited node handling UEs subscription
This paper first reviews current recovery and restoration concepts in chapter 2.1, then discusses in chapter 2.2  proposal b) and finally recommend architectural conclusions.

2 Discussion
2.1
Recovery and restoration procedures for the PS domain in Release 6 (see also TS 23.060 and 23.007)
First of all, means to secure data in order to minimise the effect of data loss needs to be implemented locally (replication of storage units, periodic back-up). 
For the HLR, periodic back-up of data to non-volatile storage is mandatory. Apart from that means are needed to handle situations where the integrity of data in the location register cannot be ensured. 

The SGSN shall erase all IMSI records affected by the failure when it restarts after a failure. The GGSN shall erase all non-static PDP records affected by the failure and restore static PDP records when it restarts after a failure.

As a basic principle, restoration actions are triggered upon activity on the radio interface, i.e. for mobile originated activity, when the UE tries to contact the network e.g. to start a service or performs an area update, or for mobile terminated activity if e.g. data needs to be sent to the mobile and the UE needs to be paged for that purpose. This basic principle should be kept in order to avoid faulty data being spread in the system.

2.1.1
HLR Failure

Loss or corruption of subscriber data in the HLR requires co-operation from all the SGSNs to which its mobiles have roamed.

In case of HLR restart, each SGSN where one or more UEs are registered will receive a Reset message. The SGSN will mark the relevant MM contexts as invalid (“Location Information not confirmed in HLR”). After receipt of the first valid GTP‑U packet or uplink signalling message from a marked MS, the SGSN performs an update location to the HLR as in the attach or inter-SGSN RA update procedures. This might be delayed to avoid high signalling load.
If during an RAU attempt of a UE the SGSN has an MM context for the UE and the MM context is set to “not confirmed” the SGSN performs an Update Location  procedure to the HLR.

2.1.2
SGSN Failure

In case of SGSN restart, all MM and PDP contexts affected by the failure are deleted.
As long as no MM context exists for a UE in the SGSN, all data and signalling is discarded in that SGSN, except RAU which is rejected with an appropriated cause to cause the UE to re-attach re-activate PDP contexts, and Attach which will be handled normally.

GTP-U PDUs from the GGSN for which no PDP context exists will be discarded and answered with and GTP error indication, GGSN shall then mark the PDP context “invalid”. GTP-U PDUs from an RNC for not exisiting PDP contexts will cause a local release of the RAB.
2.1.3
GGSN Failure

GGSN restart may cause deletion of PDP contexts, at least they shall be marked as “invalid”, static PDP contexts will be restored. When GTP-U PDUs are received for such PDP contexts, GGSN shall return an error, SGSN shall cause Deactivation of the contexts towards the UE.
2.1.4
RNC Failure

In case of RNC failure all affected contexts within the RNC shall be deleted, on receipt of GTP-U PDUs a GTP error indication shall be returned to the SGSN which then will locally release the RAB and preserve the PDP context. The SGSN may establish the RAB.
2.1.5
Periodic location updating

The frequency with which the UE establishes radio contact with the network is controlled by the periodic location (routing area) update timer which is communicated to the UE via Attach and RAU procedure.

Apart from security reasons, an appropriated timer needs to be defined in order to ensure restoring of the integrity of mobility related data among location registers in a reasonable time. This is necessary especially for UEs that do not move or does not show any other activity.
2.1.6
Re-use of quintuplets
In a 2G authentication regime, triplets, regardless of their nature (generated in a 2G AuC or derived from quintuplets in a 3G SGSN or a 3G HLR), may be reused when no unused authentication triplets are available in the SGSN for an IMSI record. It is an operator option to define how many times an authentication triplet may be reused in the SGSN.
In a 3G authentication regime, quintuplets, regardless of their nature (generated in a 3G AuC or derived from triplets in a 3G SGSN), shall not be reused when no unused authentication quintuplets are available in the SGSN for an IMSI record.

2.2
Consequences of Recovery principles for a 3-tier mobility architecture
Under the assumption that for any new mobility architecture recovery and restoration mechanisms need to be maintained on the same reliability level then for Release 6, it can be stated that similar mechanisms need to be defined for a 3-tier mobility architecture as well.

In the following the impacts of several node-failure situatations are investigated assuming an architecture as described for proposal b) in the introduction chapter (see there the node names HLR, visited node handling UEs LTE_IDLE mobility, visited node handling UEs subscription.
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Apart from that it needs to be restated, that reliability requirements for nodes handling UEs in IDLE mode need to be similar than today’s MSCs and SGSNs respectively.

2.2.1
HLR failure

After a HLR failure, when the HLR restarts, it sends to all its visited nodes handling UEs subscription a “Reset” notification. In order to keep the principle that restoration of data integrity among database entries is triggered via radio interface activities, the respective “HLR reset” information needs to be propagated to all nodes which handle UEs in IDLE mode, i.e. to all visited nodes handling UEs LTE_IDLE mobility.

Some observations:

The more nodes have to be informed the less there exist the possibility to perform HLR restoration in an ordered manner, i.e. to avoid massive network signalling, as the chance to reasonably co-ordinate this process among several nodes with reasonable effort decreases with increasing number of visited_LTE_IDLE_MM_handling_node’s (this fact needs to be taken into account where LTE_IDLE is proposed to be handled by eNodeBs). 
2.2.2
 failure in the visited node handling UEs subscription
When the visited node handling UEs subscription restarts, it deletes all UE contexts and informs all visited nodes handling UEs LTE_IDLE mobility within its serving area (similar to a HLR “Reset”) in order to cause these nodes to mark all affected MM contexts as “not confirmed”. 
The UEs should be forced to Re-Attach to the network when it attempts to contact the network for the first time after the node restart in order to restore database integrity – this should happen at latest during periodic area update activity. This will enable the visited node handling UEs subscription to re-establish IMSI contexts and to contact the related HLR in order to reload subscription data.
2.2.3
 failure in the visited node handling UEs LTE_IDLE mobility
In case a visited node handling UEs LTE_IDLE mobility fails, all affected UE contexts in this node shall be deleted and the visited node handling UEs subscription needs to be informed accordingly (“Reset”) in order to mark all contexts “not confirmed”. Restoration mechanisms are not only needed to restore database integrity among signalling contexts but also for routing information (UP should be established between the two visited nodes).
As long as no context exists for a UE in the visited node handling UEs LTE_IDLE mobility, no UL data and no UL signalling can be delivered to the UE. Instead of waiting for the UE to re-attach (e.g. due to periodic updating timer expiry) and discarding all data and signalling, the network might start network search via the visited node handling UEs subscription. 

2.2.5
Periodic area updating

The requirement to demand periodic area updates from the UE is valid for proposal b) architecture as well.

3 Proposal

From the discussion above the following can be concluded for case b) architectures

· the visited node handling UEs LTE_IDLE mobility needs to implement similar reliability mechanisms in order to ensure stable operation, similar to todays MSCs and SGSNs

· an additional stage of recovery mechanisms need to be implemented in the system to ensure minimum service interruption and manageable amount of network signalling in case of node restart.

· these considerations need to be taken into account when discussion the final location of LTE_IDLE handling and the internal E-UTRAN architecture.
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