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1
Introduction

This contribution discusses a set of E-UTRAN functions with RRM relevance. The pros and cons of handling those functions in a centralised RAN C-plane entity (CPS – control plane server) are discussed and a final recommendation for decision is given.
2
Discussion
2.1
Basic (“common sense”) Assumptions
-
a specific radio resource property of a E-UTRA cell shall be controlled by one single RRM entity 

(the alternative would be to handle a situation where several competing RRM entities control radio resources, which should be avoided)
-
a specific processing resource property of a E-UTRA cell shall be controlled by one single resource management entity

-
extensive duplication of database content within E-UTRAN nodes shall be avoided
-
keeping databases in radio edge nodes should be avoided for reliability reasons.

-
eNodeBs should be designed for robustness and simplicity
-
No security related processing (e.g. C-plane ciphering/integrity protection) at remote and unsecured locations
2.2
E-UTRAN functions that deserve considerations for a centralised control

2.2.0
Guideline for identifying centric & hierarchical functions
In general, all those functions which would require related data-base duplication in several E-UTRAN nodes should be further discussed. 
The group of functions that require a certain level of radio network topology knowledge represents a good example:
-
If one considers e.g. a multi-layered hierachical cell structure related neighbour-cell information would need to be distributed among several RAN nodes in case of a de-centralised RRM architecture. In order to ensure consistency among the related databases a centralised O&M entity will be needed anyway  (cf. ongoing activities in SA5).
-
Insertion and removal of cells affects topological data in adjacent cells. In case of a central controller, automatic update can be envisaged based on a central relational database (cf. “System Information Update” in TS25.433). In case of distributed knowledge, O&M procedures for subsequently updating all affected databases separately need to be created.

-
Neigbourcell-information/topological data needs to be maintained for both: inter-system mobility related information and intra-system mobility related information. Such databases include non-broadcast parameters like system capabilities (semi-static) or load values (dynamic).
As a general guideline, all E-UTRAN functions that affects inter-cell relations should be taken into account for a centralised control discussion, all other RAN C-plane functions which have no effect on inter-cell properties can be regarded to be of local significance only.
Following subsections discuss a number of such functions explicitely

2.2.1
Inter- eNodeB co-ordination of PHY resources

In a multi-bandwidth OFDM system, management of spectrum, TX power and access time (typically summarised as “chunks”) across NodeB borders is expected to increase system efficiency. In a horizontal inter-eNodeB communication, such management would require time- and processing intensive negotiation procedures. In a hierarchical structure with a central control node, fast “settings” can be applied, similar to today’s Radio Link Setup procedure.

2.2.2
 Measurement in LTE_ACTIVE & HO Control

Both, DL and UL (UE and network=eNodeB) measurements are needed to be taken into account to control access link performance.

Neighbour cell measurement control for UE measurements requires knowledge of cell structures which may be layered. To de-centralise this function would require to establish this knowledge base on every eNodeB site and to keep the related databases consistent. At change of eNodeB, measurement results would need to be transferred (either in a summarised statistical value or in explicit chain of single measurement results).
Control of UE specific measurements in the eNodeB will not require any topology knowledge, however, for HO Control purposes, in order to determine the final HO target, both, UE and eNodeB measurements are required to be handled by a single control entity.

Further, operators benefit from a centralised measurement site for collecting statistics and controlling counter-measures in certain high-load situations.
2.2.3
BCCH Management

Mobility and physical resource related content of BCCH data needs to be well co-ordinated between neighbour cells. Again, a centralised function to control the BCCH content is regarded benefitial.

2.2.4
logical O&M

In Release 6, the CRNC “owns” a UTRAN cell. I.e. it is responsible for cell setup, resource handling etc. A centralised O&M will avoid complexity of distributed database handling, as mentioned in the introductory chapter already.
2.2.5
KPI – key performance indicator
KPI represents a means for the operator to extract statistical information from the whole network. This can be easily achieved if the c-plane architecture foresees a central element in RAN.
2.2.6
CAC – Call Admission Control

CAC is assumed to be necessary mainly for GBR users, best effort users should be able to count on a minimum amount of resources.

CAC will have to deal with topologies in case of several cell-hierarchies and is therefore a candidate for centralised handling

2.2.7
Handling of Paging

see Siemens paper [R3-051119] on a discussion of the placement of a TA<->cell mapping database.
2.2.8
Support of loadsharing/redundancy concepts and network sharing

Introducing a centralised C-plane handling entity in RAN supports load sharing/redundancy concepts as well as network sharing (based on IuFlex) because multiple CN nodes can be connected to this C-plane entity.

There exist two further alternatives for redundancy/network sharing

a)
All (UE specific) RAN related C-plane handling is placed on eNodeB side:
This would require to establish a high number of node relations between eNodeBs and CN nodes. This is regarded to be not feasible or at least extremly uncomfortable to handle.

b)
RRM and subscription is handled within one “CN node”. For network sharing this would require to share RAN and CN together as done today in GWCN scenario. For loadsharing/redundancy concepts the same drawback than for a) would exist. Furthermore, RRM will have to be implemented either in a distributed way (which would require co-ordination) or if only one single RRM entity is implemented certain RRM decisions which will have to be processed in a centralised way will need additional signalling effort between the “CN nodes”. 

2.3
Further consideration

2.3.1
Node dimensioning

Estimating C-plane traffic is as essential for node dimensioning as it is for U-plane. In case the eNodeB takes over all RAN related C-plane processing, it has to be dimensioned for the worst case, i.e. for situations where high traffic volume occurs in a certain (for eNodeB: limited) geographical area. If RAN related C-plane processing functions are shifted to a node higher up, pooling/trunking gains can be achieved, as traffic volumes averages over large geographical areas.
2.3.2
UE context handling in RAN
Keeping UE contexts in a more centralised node effects context related signalling in a positive way as well. Alternatively, an eNodeB centric context storage would result in  more frequent context relocations.

2.3.3
Scalability
Handling (UE specific) RAN related C-plane functions within a central RAN nodes has effects on independent C-plane and U-plane scalability as well compared to a eNodeB centric architecture.

2.4
Items to be further discussed
Context transfer between CPSs

- 
any Iur like interface between CPSs needed ? Or just container forwarding via Iu/CN?
- 
interworking between CPS and legacy RAN control nodes is assumed to take place on CN level

definition of an interface between CPS and eNodeB
-
will be similar to todays Iub (control plane)

- 
due to the existence of a central C-plane server, context transfer between eNodeBs is assumed to be not necessary
3
Proposal

From a Siemens point of view, sufficient information is provided for awareness of the benefits of a centralised C-plane entity within E-UTRAN.

Several items are well suited to check for partial possible agreements, some items listed in chapter 2.1 may well fit into the requirement or a general chapter of the TR. 

It is proposed to capture the discussion, at least as a discussion-skeleton in the RAN3 TR.
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