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Introduction
Analysis in [1] has shown that at high speeds, TCP performance is strongly impacted by packet loss and interruption.  This paper intends to examine this topic and provide solutions which do not rely on an intermediate node between the Node B and the eGSN.

Analysis of TCP performance
It is difficult to quantify the effects of data loss during handover due to the highly configurable nature of TCP, but the following observations are made:

Loss-less handover may introduce increased delay to the transfer of TCP packets because of buffering pending UE transfer to the new cell and/or context transfer. Provided that the delay is not sufficient to trigger a retransmission timer TCP performance should not be affected. It is difficult to estimate the duration of the retransmission timer for, whilst the relevant RFC indicates a minimum value of 1 second lower values are reported as having been observed in practice.

Data loss on handover can trigger the slow start and congestion avoidance recovery procedures. Whilst many current TCP implementations, e.g. Reno, can accommodate losses of isolated packets without slow start, loss of multiple packets requires a full recovery. This entails a relatively fast (exponential) increase in data rate (Tx window size) to one half of the original rate followed by a slow increase (Tx window increased by one packet per RTT) to the original rate.

The time required to recover to the original rate will depend upon the Tx window size, which, in turn, will depend upon the RTT, packet size and the original data rates. For low data rates the recovery time may be quite short but for higher data rates, where there is a large number of packets in a window the recovery time may be quite noticeable. The following table contains estimated times based on a 1000 byte packet size:

	Data Rate
	RTT = 100ms
	RTT = 50ms

	0.5 Mbps
	0.5s
	0.2s

	5.0 Mbps
	4s
	1s

	25.0 Mbps
	 17s
	   4s

	50.0 Mbps
	     33s
	 17s


Table 2: Estimated Recovery Times following multiple packet loss

As can be seen from the table, only in the case of very high data rates is a significant impact on user perception seen, hence we have to ask ourselves what is the maximum practical data rate that a user will be expecting?  
It is possible that wider implementation of TCP versions that are better able to accommodate the loss of multiple packets without triggering slow recovery procedures will become widespread reducing the occurrence of slow recovery mechanisms but whether this within the time-frame of LTE is not known.
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Examining the two traces above from simulations, we see the impact on a data flow of xxx seconds in length running at a peak rate of 20 Mb/s.  As can be seen, in both cases (handover without loss on the left, and handover with loss on the right) an increasing number of handovers leads to an increasing degradation in performance.

However, considering that the hard handover interruption shall not take >120ms when moving between GERAN and UTRAN FDD (the time specified in [2] for inter system handover from GERAN to UTRAN) and that we can safely assume the intra system hard handover time is not greater than this time for LTE then we see the TCP performance drops by negligible amount in the case of handover without loss, and in the worst case with loss at handover of 15%.  It should be noted that the worst case shown on the graph above corresponds to a cells which are only 330m in diameter at 120kmh, and this is not considered a "normal" deployment
Mechanisms for seamless handover
Although we often talk about the requirement for lossless handover, in fact we are more interested in seamless handover – that is, handover which has no (or negligible) impact on the user perception of the service.  In this case, a number of mechanisms for seamless handover are possible:
3. Possible Solutions

In principle three solutions exists based on the architecture assumptions above:

3.1 HARQ only, no context transfer
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· TCP performance (without mobility) is dominated by HARQ ACK/NACK reliability for normal transmissions; and 

· Throughput loss occurs due to loss of packets and TCP retransmission.  
Pro: 
Simple protocol architecture, fast HARQ retransmissions supporting low latency (RTT), support of high data rates with short HARQ window size and short SN-range

Con: 
At high TCP data rates, there is a performance degradation which is directly related to the UE mobility rate and application data rate. 
3.2 RLC-AM at eNodeB, context transfer at handover between node Bs.
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· HARQ ACK/NACK reliability issue for normal transmissions can be solved by RLC retransmissions instead of costly 
· TCP performance shouldn’t be significantly impacted during handover because data loss is minimized/avoided by transfer of RLC-AM buffer state between eNodeBs

Pro: Fast RLC retransmissions supporting low latency (RTT), support of high data rates with short RLC window size and short SN-range, lower physical layer cost expected
Con: Complex RLC relocation procedure is triggered at each eNodeB change 

Open: Analysis of complexity for transferring RLC-AM buffer state between eNodeBs. 

3.3 RLC-AM at CN U-plane Node


[image: image5]
· HARQ ACK/NACK reliability issue for normal transmissions can be solved by RLC retransmissions with negligible impact on TCP performance
· TCP performance shouldn’t be significantly impacted during handover because data loss is minimized/avoided through centralized RLC-AM entity

· TCP performance is dominated by RTT delay between peer RLC entities

Pro: Inherent avoidance of data loss during HO with centralized RLC-AM entity

Con: Longer retransmissions (RTT) degrades TCP performance (e.g. throughput), large RLC window size and large SN-range needed to support high data rate.  In addition, the buffering requirements for RLC would all be transferred to the CN node which would increase the cost of such a node. 
Open: Analysis of TCP degradation for different RTTs

Conclusions

Seamless handover has been a challenging feature to specify and it should only be included if it is considered necessary.  It is proposed that RAN2/RAN3 discuss the following points:
· What is the maximum practical user data rate (assuming TCP) that the LTE system will provide?
· Given the information above, is it necessary to support seamless handover in LTE?
· If it is considered necessary, to discuss the mechanism for seamless handover described above (i.e. data context forwarding, RLC in SGSN)
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