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1 Introduction

One of the main targets of the Study Item “UTRAN Long Term Evolution” is significant reduction of user-plane latency. At 3GPPRAN2-Ad Hoc on LTE (20th – 21st June 2005, Sophia Antipolis, France) and at 3GPPRAN3-SA2-Joint-Ad Hoc one LE/SAE (28th – 30th June, Montreal, Canada) there were contributions on placement of complete MAC functionality in eNodeB, on necessity of a separate RLC Layer (e.g. R2-051760 and convenor’s summary in R2-051759) and on placement of Header Compression and Encryption (SRJ-050085).

This contribution continues discussing the location of user-plane functionality in the evolved system. Main emphasis is put on the questions:

· Should user plane functions move out of the RAN into the CN?

· How can Macro Diversity Combing (MDC) or Soft-Handoff (SHO) be supported in case RAN WG1 proposes to do this?

· How can MBMS-like services be efficiently supported?

2 Terminology in this contribution

Despite not finally decided, this contribution assumes the existence of an Iu-like interface between a RAN (characterised by managing radio resources including radio bearers) and a CN (characterised by managing services and subscriber data, including Authentication, Authorisation and Accounting). This interface, named eIu in this contribution, is assumed to follow the paradigm of separation into control-plane and user-plane (a paradigm valid for Iu since R99).

At the current state of discussions, there is no final decision whether there will be one or two nodes in RAN or CN (RAN: “NodeB and RNC” or “NodeB only”; CN: “SGSN and GGSN” or “GSN only”). For this reason, the term eGSN resembles that node in the CN which handles user-plane data and is closest to RAN.

The term eNodeB resembles a node similar to today’s NodeB, but supporting the evolved Air Interface.

3 Retransmission, Encryption and Header Compression

3.1 Retransmission

As presented and discussed in RAN2 (R2-051760) retransmission functionality of MAC and RLC may be relocated towards the air interface.

From an architectural perspective, placement of retransmission functions close to the air interface makes a lot of sense, as all delays up to the retransmission point are multiplied by the number of repeated transmissions. The optimum ratio of “immediately successful transmissions” to “transmissions requiring repetition” depends on the used coding. Thus, details of ARQ are deemed subject to joint RAN1/RAN2 discussions and are not treated further here.

Due to the optimisation of LTE/SAE for broadband packet services, it can be assumed that applications requiring secured transmission will use terminal-based retransmission, e.g. by employing TCP. This fact supposes to minimize the number of retransmission layers (i.e. ARQ layers) in LTE/SAE, as every retransmission layer will incur additional delay and negatively impact the performance of terminal-based retransmission scheme (e.g. TCP stall).

Consequently, it is proposed to locate all 3GPP retransmission functionality for user-plane data in eNodeB.

3.2 Header Compression & Encryption

Note:
Content of this section is additionally presented in TDocs SRJ-050173 and SRJ-050174 in order to adapt to the agenda of 3GPP Joint Meeting. However, for providing a good overview on the proposed system, the content is repeated here.

This section is focussing on the Encryption/Decryption functionality of the RLC and on the Header compression/Decompression functionality of PDCP. Both functions have in common that they rely on stateful algorithms. In text below, these two functions are referred by the term HC/Encryption, independent of the actual direction of data flow.

Note:
IP-header transmission requires a minimum level of transport security, i.e. there is a limitation of the maximum acceptable Bit Error Rate / Block Error rate (BER/BLER). However, in contrast to existing UTRAN it is expected that all services (even such services expecting no QoS at all) are using IP headers. Thus, the maximum tolerable BER/BLER will e.g. depend on the maximum BER/BLER tolerable by ROHC and not on the maximum BER/BLER tolerable by the service.

The following arguments suppose to move HC/Encryption towards CN side, i.e. away from the air interface, i.e. into that node called eGSN in this contribution:

· Trunking gains:
HC/Encryption is a processing-intensive task. If it is performed in a more central place for a high number of users, statistics will provide a continuous constant load for the corresponding hardware, enabling economic use of the installed equipment (CAPEX saving).

· Relocation of State Machines:
Even for long-living connections with infrequent data traffic, the HC/Encryption state can be kept in a single point without the need for relocation.
Reduced relocation frequency will save C-plane traffic (OPEX saving) and reduce processing requirements (CAPEX saving).
Depending on the to-be-decided scenario that CN will be a constant anchor point for multiple RATs (e.g. iWLAN, WiMAX), encryption could even remain intact at RAT change.
· Encryption for NAS-messages in RRC containers and for User Plane can be handled in the same node: UE and SGSN/GSN

· HC/Encryption doesn’t require retransmission between the terminating entities. Thus, there is no harmful influence of transport delays on the HC/Encryption functionality and consequently no need for placement close to the air interface

· Connection UE<>SGSN/GSN coherently encrypted in the user plane

· Termination point for security is moved further back into the network to SGSN/GSN, usually placed in well secured locations.

· The complete distance UE<>SGSN/GSN benefits from HC by reduced load (e.g. calculations claim more than 50% bandwidth saving for VoIP) on the terrestrial lines (OPEX savings)

· Simplified initialisation of encryption functionality, as keys are only required in UE and SGSN/GSN.

· No key-exchange or key-update with RAN nodes required, neither at initialisation nor at RAN-related relocation/mobility.
Note: C-Plane encryption may be re-initialised at node change, thus completely avoiding the need for user-key-transfer in RAN
4 Soft Handover (SHO)/Macro Diversity Combining (MDC) and Mobility

4.1 Mobility Anchor

Today, RNC functionality can hide UE mobility from the CN. In order to ensure scalability and use of even large CN nodes, this functionality might be required in RAN. In other words, the RAN should provide a mobility anchor for RAN mobility, independent from the CN mobility management.

However, today’s transport networks can inherently provide mobility mechanisms. One example is Mobile IPv6 (IETF RFC3775) and also multicast as supported by Ethernet (IEEE 802.x) can be exploited for mobility handling. Usage of such ‘available’ mobility mechanisms in the TNL would

· Reduce standardisation effort in 3GPP

· Enable independent implementation of 3GPP functions and mobility functions

· Provide new opportunities for mobile-network operators and fixed-network operators (e.g. having mobility support as part of Service Level Agreement)

From a standardisation perspective, a non-3GPP-specific mobility anchor is characterised by the fact that U-plane interfaces of such node have the same data format, independent whether an interface accepts incoming data or provides an outgoing data flow. In other words, a mobility anchor is fully transparent for user-plane traffic in both directions.

As a consequence, involvement of such transparent node is purely optional and operators may even decide to skip installation of RAN Mobility Anchors during initial rollout of Evolved RAN (reduced rollout CAPEX).

4.2 Soft-Handoff Support for DL Multicast Channels

When DL Point-to-Multipoint (PtM) transmission was introduced to RAN for MBMS in Rel-6, synchronised data distribution over the air promised significant reduction of required DL transmission power. As efficient support for MBMS is also a requirement for LTE/SAE, data forking in DL will be required. As data rates for MBMS are typically high, forking should be located close to the air interface, similar to location of combining for UL-MDC. 

From a standardisation perspective, there is no need for interacting with the data format between the single, incoming DL data stream and the multiple, outgoing DL data streams. Consequently, the transmitting eNodeB will not be affected by the question whether an additional “DL multicast box” is employed (in our example, only the TNL address will be different from the TNL address of the eGSN).

As some TNL technologies inherently or explicitly support multicast, there would again be the option not to standardise specific 3GPP functionality for support of DL multicast. This would again be reflected by the fact that single interfaces of such multicast box are “the same” in 3GPP logic.

Note:
For an efficient combining of MBMS PDUs from different cells/eNodeBs, UEs may require knowledge of a PDU counter (similar to today’s RLC numbering). This numbering can be provided by eGSN, independent whether a “DL multicast box” is configured in between eGSN and eNodeB.

4.3 Soft-Handoff Support for DL Dedicated Channels

From discussions during introduction of HSDPA in Rel-5, there is the experience that gains from DL soft-handoff may be compensated by other means (e.g. fast scheduling). It is expected that similar results will make DL SHO questionable for LTE.

However, if DL SHO would be preferred by RAN1 and as long as no fast inter-eNodeB-communication is required (e.g. no inter-eNodeB-coordinated DL scheduling), similar DL multicast schemes as for MBMS (see above) can be applied.

Final decision is deemed subject to RAN1 proposals, however it is strongly recommended to avoid any fast inter-NodeB communication during DL SHO, as this would contribute significant network traffic with a high QoS requirement and consequently incur drastic operational expenses (OPEX). 

4.4 Macro-Diversity Combining (MDC) for UL Dedicated Channels

In the uplink, situation is more complicated as redundant PDUs can be received from different eNodeBs for Macro-Diversity combining. Selection of PDUs is a functionality which is typically not provided by existing TNL technologies, thus 3GPP-specific functionality is required.

Despite the technical complexity and the n-fold amount of network traffic during SHO situation, some initial RAN1 calculations show improvement of Air-Interface throughput and possible cell-sizes. Thus, decision to rule out UL MDC seems to be hard at the moment.

However, looking at the “same interface” principle described for DL above, one solution would be to make UL MDC “optional” from an architectural perspective. Such an “optional UL MDC functionality” can be provided under the following conditions:

· Same incoming user-plane data format from NodeB as outgoing user-plane data format towards eGSN (typically, just the number of block errors in the outgoing data towards eGSN would be lower than in each of the incoming interfaces)

· eNodeBs are in the position to autonomously detect and decode air-interface PDUs, i.e. there is no requirement to have fast inter-NodeB information exchange about the allowed/scheduled UL data formats. This paradigm would have to be respected during discussions in RAN1.

Again, according to 3GPP logical node concepts, the “same user-plane interface” would incur the fact that such UL MDC node is optional by definition.

5 Overview on the Resulting Network Architecture

To provide an overview on that architecture resulting from considerations above, figures 1 is included. Optional nodes are confined by dotted lines and functions which can be provided by non-3GPP nodes are non-coloured. Naming of nodes and interfaces is according to the terminology section above.

Despite this contribution is focussed on handling of User-Plane traffic, Control-Plane functions are depicted for the sake of completeness.
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Figure 1: Resulting System Architecture with optional MDC/SHO/mobility-Anchor functionality

6 Deployment Scenarios

The approach that MDC/SHO/mobility-Anchor functionality is optional provides new flexibility for operators when rolling out evolved UTRA.

As a baseline for every deployment, the assumption that NodeBs are located according to Radio-Planning Tools should not require any further debate (even if the location is not selected according to radio planning for LTE, but according to radio planning for legacy systems). The location and dimensioning of Core Network Nodes (eGSN), however, may be guided by even concurring design guidelines:

· Re-use of existing SGSN/GGSN locations and their interconnectivity facilities (Gi, Gn, IMS, HSS)

· Change in traffic demands for eGSN (PS only, increase of total traffic)

· Change in traffic sources/sinks (Wide-Distance Traffic, Traffic to centralised servers; Peer-to-Peer Traffic for Data Services like Data Exchange, Peer-to-Peer Traffic for VoIP including local calls)

· Change in network topology (deployment or acquisition of additional broadband connections like fibre channels etc.)

6.1 Deployment in Urban Area

Figure 2 is showing a possible deployment in urban area, where SHO/MDC is deemed negligible due to high inter-cell attenuation. The optional mobility anchor can be omitted at initial deployment (as long as the eGSN can handle the number of cell changes).

In addition to what is depicted in figure 2, the operator may decide to add support for DL Multicast if he puts emphasis on MBMS in his business plan.
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Figure 2: Example Deployment-Scenario for Urban Area with optional mobility Anchor
(without SHO/MDC)
Functional View
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Figure 3: Example Deployment-Scenario for Urban Area with optional mobility Anchor
Topological View

Deployment in Rural Area

Figure 4 is showing a possible deployment in rural area, SHO/MDC is deemed important for coverage reasons, but may be co-located with the eGSN. Hiding mobility is not deemed important as cell change is infrequent due to cell size and reduced traffic, nevertheless mobility anchoring may be performed by an existing TNL concentrator (e.g. router / switch).
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Figure 4: Example Deployment-Scenario for Rural Area with SHO/MDC support
Functional View
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Figure 5: Example Deployment-Scenario for Rural Area with SHO/MDC support 
Topological View
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