3GPP TSG RAN WG3 Meeting #47
R3-050545
9th-13th May 2005, Athens, Greece
Source:
Ericsson
Title: 
Iub and Iur Congestion Control Concept for HSUPA and HSDPA
Agenda Item:
11.0.3

Document for:
Discussion  

1. Introduction

In RAN3#46 there was an extensive discussion on Iub/Iur congestion control. A complete agreement was however not reached. From that discussion it was clear that before deciding on a full set of CRs the meeting wanted to review and discuss the concept of Iub and Iur congestion control for enhanced UL and HSDPA.

In this contribution we give a functional overview of a congestion control solution for HSUPA. From that we discuss how well that solution fulfils the agreements from RAN3#46 and the required specification impact. From the conclusions from RAN3#46, is was also seen desirable to have a similar solution for HSDPA, we also discuss how such a solution could look like. We also include a text proposal on Iub/Iur Congestion Control for [25.902], so that the functional view of congestion control is documented in a fair way. 

If this proposal is accepted, Ericsson volunteers to produce the required CRs.

2. HSUPA Iub/Iur Congestion Control

Figure 1 gives an overview of the Iub/Iur congestion control functionality that is described as follows.
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Figure 1A: Iub/Iur Congestion Detection

Figure 1B: Iub/Iur Congestion Indication

2.1 Iub/Iur Congestion Detection

The Node B scheduler decides on when and with which bit rate each and every UE is allowed to transmit in the cell. Each received MAC-es PDU is placed in a frame protocol data frame and sent to the SRNC (in some cases several PDUs are bundled into the same data frame). For each data frame, the Node B attach the following information:

· A reference time, that gives an indication on when the frame was sent.

· A sequence number, that gives an indication on which frame this is in relation to other data frames.

At the reception of the data frames the SRNC can do the following:

· With the use of the reference time, the SRNC can compare the relative reception time with the relative transmission time (the reference time included in the data frame). With that information the SRNC can detect if there is a delay build-up in the transmission path. A delay build-up is an indication on that frames are being queued due to overload in the transport network.

· With the use of the sequence number, the SRNC can detect either a frame loss (or the amount of data that has been lost, this is depending on the definition of the sequence number). A frame loss is an indication that packets have been lost in the transport network due to overload reasons.

This procedure is illustrated in Figure 1A.

2.2 Iub/Iur Congestion Control

When the RNC has detected that there is a congestion situation in the transport network, it needs to inform the Node B that this is the case. This is done by means of a frame protocol control frame, in which the Node B is informed about the congestion situation. We have chosen to call this control frame Congestion Status. This is illustrated in Figure 1B.

As the RNC can detect congestion in two different ways, there exist no motivation why such information should not be communicated to the Node B. For that reason we propose that the Congestion Status Control Frame can take the following values: “Congestion – detected by frame loss”, “Congestion – detected by delay build-up”, and “No congestion”.

At the reception of the Congestion Status control frame, the Node B should reduce the bit rate on the Iub interface.  The exact algorithm the Node B should use is outside the scope of the specifications, but the specifications should address the expected behaviour of the Node B. 

Such behaviour should include:

· At the reception of a congestion indication control frame indicating “congestion” the Node B should reduce the bit rate for at least the MAC-d flow on which the congestion indication control frame was received.

· At the reception of a congestion indication control frame indicating “no congestion” the Node B can gradually go back to normal operation. 

· If the Node B has not received a congestion status control frame indicating congestion for the last X seconds, the Node B can gradually go back to normal operation. The value of the parameter X is configured by higher layers.

We believe that this level of specification of the Node B behaviour is sufficient, for the following reasons:

1. The purpose of the congestion control, is not to act as a flow control but rather as an “emergency break” in order to keep the system at a stable state.

2. The output bit rate from the node B depends on many things, for example radio interference, distance from mobile to Node B, available hardware resources etc. The Node B scheduler will need to take all that into consideration when assigning the bit rate to each mobile.

3. Performance wise, the methods we have for indicating congestion/no congestion are not possible to specify very detailed, due to the reasons in bullet 2. For that reason it does not make sense to specify a very detailed behaviour when the control frame is received.

3. Fulfilment of design requirements and conclusions from RAN3#46

In RAN3#46, Iub/Iur congestion control was discussed extensively. From the minutes (official and chairman’s), and the offline discussion we have captured the following conclusions and we here compare how the above proposed solution comply with them:

· CRNC decides whether flow is subject to congestion control at flow-setup: This will require a solution outside the user plane. Typically at RL setup the CRNC would need to take a decision on whether congestion control should be applied or not. It is not clear on what information the CRNC should base such a decision. Further on, a solution in where congestion control can be switched on or off, we will need to either define two different data frames in the user plane, or define a data frame with optional fields, and both such solutions will mean a more complex user plane processing. As we foresee additional complexity without any performance benefits, we propose not to consider such a solution.

· Attach a counter field to E-DCH data frame 

· Whether this is FSN or QSN depends on size of QSN field

Earlier contributions (for example [R5-0102]) have analysed the performance of congestion detection based on frame loss (based on FSN) and delay build-up detection.  In RAN3#46 it was concluded that the introduction of a QFN would require 12-16 bits assuming that the number of bytes in the MAC-es PDU should be counted. Mac-es PDUs are however defined on bit level, which would require an additional 3 bits for an exact count of the amount of data. Assuming that the specifications should take some height for future improvements, and possibly higher bit rate on the air interface, an additional number of bits might be required. As it has not yet been shown that there is a significant performance gain by counting lost bits instead of lost frames, we propose RAN3 to conclude on the introduction of a 4 bit FSN field.

· No specification of detection algorithm at SRNC: The above solution does not require any specification on the behaviour of the SRNC.
· Congestion indication sent on UP 

· Containing some kind of “congestion severity indication”

The above solution makes use of a Congestion Status control frame that is sent in the user plane. Such a control frame indicates “congestion” (by means of frame loss or delay build-up) or “no congestion”.

· Specification of Node B behaviour upon reception of congestion indication: The proposed solution proposes an indicative behaviour of the Node B when receiving a Congestion Status control frame. This is according to the same principles RAN3 has used in the specification of many other algorithms.

· Discussions on HS/E‑DCH congestion control should be captured in a separate chapter in the R3 EDCH TR: We propose section 2.1, 2.2 and 2.3 and 4 to be included in [25.902].

· Multi-vendor inter-working issues: In RAN3#46 it was expressed worries about multi-vendor operation in case an exact algorithm is not specified. With the above-proposed solution we believe the Node B behaviour is sufficiently well specified, while at the same time allowing implementation freedom in the SRNC detection and Node B scheduling. This is exactly how the specifications in general have been implemented for other functions, for example RRM. 

· Similar solution for both HSDPA and HSUPA. RAN3#46 acknowledged the need for introducing Iub/Iur congestion control also for HSDPA. It was further expressed that such a solution should as far as possible be as similar as possible to a solution for HSUPA. Section 4 in this addresses those issues.

From the above analysis we conclude that the above-proposed solution fulfils the concerns and open issues from RAN3#46.

4. A Similar Solution for HSDPA

In RAN3#46 it was acknowledged that similar functionality shall also be introduced for HSDPA. Further it was expressed that such a solution should be as similar as possible to any solution for HSUPA. In this section we therefore analyse and propose such functionality. 
From a conceptual point of view, we propose to reuse the concept that the detection of Iub/Iur congestion is done by measuring a delay build-up, and/or by detecting frame loss (or lost number of bytes/bits).

For HSUPA it was required to introduce a specific congestion indication control frame for informing the Node B about the congestion. This is not required in the case of HSDPA, as we already have a working flow control mechanism. In order to minimize complexity, implementation and tuning efforts we propose to reuse this mechanism also for the purpose of congestion control. 

As a result, the only required changes in the specifications would be to add support for the Node B to detect congestion situations. From the discussion on HSUPA, we know that this mechanism should be based on the measuring of a delay build-up or by detecting some kind of sequence loss.

Time stamp for measuring delay build-up

For HSUPA a “time stamp” has already been agreed implicitly by the introduction of CFN and SFN for reordering purposes. The CFN and SFN fields can be used also for the purpose of detecting delay build-up and there is no need for any additional information.

For HSDPA we do not have a CFN and SFN. For that reason we propose to introduce a delay reference time tied to RFN. RFN is already defined and should not impose and additional complexity. The Node B can detect delay build-ups by noting the arrival time of subsequent Delay-Reference-Time (DRTs) and comparing them.

Sequence Number for detecting frame/data loss.

We also need to add some kind of sequence number to the data frame in order for allowing for the receiver to detect when a frame has been lost. There are two possible options, a frame sequence number (FSN) or a quantum sequence number (QSN). The pros and cons with those are discussed in section 3, where it was concluded that for HSUPA the usage of a 4 bit field (FSN) would be sufficient.

For HSDPA we believe that there should be a similar solution as for HSUPA. We also note that a 4 bit FSN would fit into the spare bits of today’s data frame, while an introduction of a 12-16 bit (minimum) QSN would require to make use of the spare extension mechanism, adding a minimum of three octets to the data frame. Considering that data frames are not bundled for HSDPA, results in a general smaller frame, as well as a lower standard deviation of the frame size, we do not believe that the extra overhead with QSN is motivated.

The usage of Congestion Indication Control Frame

For HSUPA we propose the usage of a control frame for indicating that there is a congestion situation. Such a solution would be possible to apply also for HSDPA. There is however an important difference in the functional split between HSDPA and HSUPA. In HSDPA we already have a flow control mechanism in order not to overflow the Node B buffers. For that reason the easiest (both specification wise and implementation wise) will be to reuse the mechanism for flow control. For that reason, we only need to specify the means for the Node B to detect a congestion situation, i.e. DRT and FSN.

Conclusion

The outlined solutions for HSDPA and Enhanced Uplink are functionality wise similar, congestion detection is done by observing a time stamp and a sequence number. 

Although it would be nice to have the exact same coding of the detection and notification for both HSDPA and Enhanced Uplink, we believe that smaller differences can be accepted if that leads to more efficient coding, and implementation, saving overhead. The most obvious case is the time stamp, CFN and SFN, already exists for Enhanced Uplink, but it cannot be inserted into the HSDPA user data header. As there is no CFN and SFN defined for HSDPA, we instead propose to tie the time stamp to RFN.

There is a possibility to have the exact same coding of the sequence number: A 4 bit FSN fits into both the HSDPA and the Enhanced Uplink user data frame headers.

For the notification message we propose to use a control frame for HSUPA and reuse the existing flow control mechanism for HSDPA.

5. Summary of Specification Impact and Proposal

As this contribution addresses the issue of Iub/Iur congestion control from a functional perspective, we here conclude by summarizing the required specification changes:

TS 25.427

· EDCH data frame: Introduction of a 4 bit Frame Sequence Number (FSN) field.

· EDCH data frame: Clarification that CFN and SFN can be used for dynamic delay measurements.

· Introduction of a Congestion Status control frame.

· Specification of desired behaviour when Node B receives the Congestion Status control frame.

TS 25.425 and TS 25.435

· HS-DSCH data frame: Introduction of a 4 bit Frame Sequence Number (FSN) field.

· HS-DSCH data frame: Introduction of a 16 bit Delay Reference Time (DRT) field.

TS 25.902

· Introduction of section 2.1, 2.2, 2.3 and section 4 from this contribution in order to capture the background for Iub/Iur congestion control from a functional point of view.

Summary and Proposal

This contribution has addressed the issue of Iub/Iur congestion control for HSUPA and HSDPA. We have sketched a solution, in where the detection mechanism is conceptually identical for both HSDPA and HSUPA. The proposed solution follows the principles the specifications uses for specifying other functionality, meaning allowing for implementation flexibility and performance optimization, while at the same time minimizing multi-vendor operation issues. We have also analysed that this proposal fulfils the requirements and agreements from RAN3#46.

We therefore propose:

1. RAN3 decides on that the proposal is conceptually the solution to be used for HSUPA and HSDPA.

a. Reference time and sequence number for congestion detection for both HSDPA and HSUPA.

b. Control frame and method of specifying the behaviour of the Node B when receiving a congestion status control frame for HSUPA.

c. Reuse of the flow control mechanism for HSDPA for congestion control.

d. That FSN is used instead of QSN for HSUPA and HSDPA.

e. The DRT (based on RFN) for HSDPA and CFN/SFN for HSUPA are used for measuring delay build-ups.

2. That section 2.1, 2.2, 2.3 and section 4 are included in TR 25.902.

If these principles are agreed, Ericsson volunteers to draft the required CRs and provide text proposals to 25.902.



















Page 1 of 5
3GPP


_1176203635.doc














Node B







Node B







RNC







Congestion Detection







UL Data Flow












_1176205902.doc










Congestion Status







Node B







Node B







RNC











UL Data Flow












