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Introduction

During RAN3#46 a number of agreements have been made on the mechanisms for Iub/Iur congestion control. Some of the remaining open points are the following:

· There are two proposals for sequence numbering: Quantum Sequence Number (QSN) and Frame Sequence Number (FSN).

· The need for an informative Annex to 25.427 showing an example of a Sender’s algorithm for congestion control.
The intent of this paper is to leave a trace of some offline discussions related to these two topics for the record.

QSN and FSN

The estimated size of the QSN field is 12-16 bits, corresponding to a quantum size of 40 octets and 1 octet, respectively. Given the number of Spare bits in the main header of the E-DCH DATA FRAME (5 Spare bits in the latest proposal), the use of QSN instead of FSN would require 1 additional octet in the main header.
According to calculations in R3-050210, the header size of the E-DCH data frame (Alt 2) is comprised between 6 octets and 103 octets, depending on the number of subframes and MAC-es PDUs in a frame. Therefore, the 1-octet additional overhead of the QSN approach may or may not be significant, depending on the average E-DCH data frame size.
It is recognised that QSN provides more accurate estimation of the quantity of lost data, especially in the following cases:

· bundled frames, where the frame size of subsequent frames can vary from 1:1 to 1:5 ratio (and even more, if more flexibility is introduced in the bundling process);

· in the case of lost frame carrying a HARQ Decoding Failure Indication i.e. a frame with no user data.

In these cases, the estimation of the lost data based on FSN and QSN may differ significantly.

The only real algorithm that has been used as an example during the discussions (i.e. transposed ABR) makes use of accurate estimations of the amount of lost data for the purpose of pacing the Congestion Notifications in the reverse path and, indirectly, for the purpose of estimation of congestion severity.
It is therefore proposed to further study the impact of the FSN inaccuracy (or, alternatively, the added value of the QSN accuracy) in the estimation of lost data.
Proposed Informative Annex to 25.427
Here attached is Nortel’s proposal for the Informative Annex showing how the basic ABR algorithm could be used in the Sender (i.e. Node B).
******** START **********************

This Appendix provides an example for rate adaptation in the Node B upon reception of an E-DCH CONGESTION NOTIFICATION control frame. In general, it is recommended that the Node B perform a multiplicative decrease when the Congestion Status IE is set to “TNL Congestion” and an additive increase when the Congestion Status IE is set to “No TNL Congestion”. In absence of congestion notification messages the Node B should maintain the same allowed transmission rate.

Here below is an example algorithm illustrating how this can be done:

if (CongestionStatus = “TNL Congestion”)
ATR = ATR – ATR * RDF




(multiplicative decrease)

ATR = max (ATR, GBR)

else
ATR = ATR + RIF * MTR




(additive increase)

ATR = min (ATR, MTR)

where:

ATR
-
Allowed Transmission Rate

MTR
-
Maximum Transmission Rate (e.g. the Iub/Iur rate corresponding to the highest E-TFC for the MAC-d flow)

GBR
-
Guaranteed Bit Rate (e.g. the Iub/Iur rate corresponding to the sum of MAC-es GBRs associated to this MAC-d flow)

RIF, RDF
-
Rate Increase Factor and Rate Decrease Factor, parameters determined via OAM configuration. They can take values comprised in the (0, 1) range.

According to the above algorithm, the SRNC paces the Node B transmission during the ramp-up period, as well as during the periods of congestion handling. As soon as the Node B reaches the MTR (or the maximum acceptable rate for the current network conditions), the SRNC can stop sending any further notifications.
********* END **************************

Note that this basic algorithm could be further refined by e.g. forcing the Node B to always go through a ramp-up process (additive increase) in the following cases:

· Upon the transport bearer establishment, and

· After a prolonged period of inactivity.
Proposal
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