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Introduction

During the last meeting, RAN3 discussed a document on handling Iub congestion detection [1].  In this contribution we look at the open issues and overheads in adopting such a proposal.

Discussion

The proposed solution is to add a 4 bit counter in the header field to all E-DCH data frames.   The receiving node can then find out if any frames were lost and infer an overload in the transport network.

There are several issues with the proposal.  

Additional overhead: Firstly it introduces additional traffic on the network to carry the 4 bits and this can increase the average data date per user by up to 2kb/s.   To accommodate this increase in user data rate, the traffic network must be dimensioned according and we can expect to see a more significant increase in the network capacity than an operator must configure.

Handling Congestion is still open: There is no still concrete proposal on how to handle the congestion.  There are two proposals on the table so far – to use RRC signalling or to define a new control frame carry this information to NB.  Use of RRC signalling may be too slow or may be an overkill for handling a temporary congestion. 

Even carrying the information from RNC to NB using framing protocol may also be too late.  But more importantly, in RAN2 there is now assumption that MAC-e scheduler (esp. from non-serving cell) shall not send "down" due to “processing limits”.  Iub congestion can also be expected to come under this category and hence using that seem to against RAN2 assumptions.

Other more optimised solutions should be allowed: Standardisation of this additional header information at the RNL in the framing protocol is too restrictive.  There may be several other solutions that can be used.  

For example, there are studies that have shown that by sending to packets at near identical time, and by looking at the delay spread at the receiving end, it is possible to detect not just congestion but the available bandwidth of the network.  Alternatively, a few packets can be sent with a known delay spread can also be used to obtain the available bandwidth.

For ATM, NodeB could detect impending congestion itself without the need to any additional overhead or any signalling from RNC to NodeB.

These solutions do not need changes to RNL per se.  Other solutions could also exist.

Conclusion and proposal

As shown in this contribution, standardising an additional 4 bit header to detect transport network congestion at the RNL layer has some drawbacks in terms of additional overhead and does not allow other possibly more optimised solutions.  Further, the wider topic of what action to take after detecting congestion is still open.

The additional 4 bits on the header, it will not be possible to take out this overhead at a later time when other solutions are considered.

It is hence proposed not to mandate the use the additional 4 bit header in the framing protocol to detect network congestion.
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