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1. Introduction

Transport network load and ways to manage traffic congestion is an area which will become of more and more important with the introduction of HSDPA as well as the increase of data traffic in the networks. This subject has been discussed earlier [R3-041502][R3-041584], but there has however not yet been a conclusion on the best way to detect and manage traffic congestions in the transport network.

The purpose with this contribution is to describe a solution for how a transport network congestion can be resolved and what changes that would imply on the current interfaces.

From a specification perspective, the transport network congestion detection and control function will require the following additions to the specifications:

· Transport network congestion detection, i.e. how and with which measurements a node detects that there is a congestion situation in the network.

· Transport network congestion control, i.e. how and with which control messages actions are taken to relieve the congestion situation in the network.

It should be noted that this contribution only addresses the second bullet, meaning the control of transport network congestion. The first part is addressed in document [R3-050094].

2. Scheduler Overview

To recapitulate the functional split in [25.309] Node B schedules the UL transmission by means of absolute and relative grants. These grants are used by the UE when selecting the adequate transport format in the TFC selection before the data is transmitted on the air interface.  The grants can be seen as a maximum level (=bitrate) with which the UE is allowed to transmit, which means that the Node B scheduler, can directly limit the maximum bit rate with which the UE is allowed to transmit.

From a transport network congestion point of view, we conclude that we can make use of this functionality to resolve a possible congestion situation. By limiting the UE bit rate with which the UE is allowed to transmit, we will implicitly lower the load also on the Iub/Iur interface.

3. Solution Overview

When an RNC detects a possible congestion situation in the transport network, it will take a decision on the most appropriate action. One possible action could be to request the scheduler to reduce the amount of traffic for the congested flow. It should be noted that this is not the only action the RNC can take, as it also has other options for example inter system handovers, channel switching etc. and ultimately disconnecting the UE. What actions to take, and when to take them are out of the scope of the specifications.

We believe a user plane solution is the most appropriate, meaning that the RNC would send a new control frame in the user plane to the affected base station. The usage of a user plane control frame is motivated by the fact that both the measurements and processing is typically done by the user plane functionality in the RNC and Node B, and that a possible overload situation can appear fast, and control frames is the fastest way of communication that we have for RNC-Node B communication.

Such a control frame would typically instruct the Node B scheduler to limit the bit rate for a specific flow. It should be noted that the functional split, where it is the SRNC that detects the congestion, do not allow us to signal radio specific parameters to the Node B, as they are typically not know to the SRNC unless explicitly signalled. For that reason, we propose a more generic mechanism, in where the SRNC informs the Node B about the overload situation, and Node B reconfigures the scheduler. We have chosen to call this control frame Overload Indication.

The Overload Indication control frame would have the following characteristics:

· It is valid for the flow that it is sent in, meaning that the RNC shall send one frame per flow in case load for several UEs should be reduced. This is motivated by that RNC is in better control to decide which flows should/should not be reduced.

· Reduction of the load is done by that Node B upon reception of the overload indication control frame instructs the scheduler to reduce the bit rate. The actual actions the scheduler should take are implementation specific. 

· To achieve implementation flexibility, as well as reduce signalling, the control frame should also contain a timer value, which tells for how long time the limitation shall be applied. We could also introduce an option to have the limitation to be applied infinitely, which in practice means until a new control frame is received.

The proposed solution shows the following advantages:

· The usage of control frame is fast, which makes it possible for an SRNC to act rapidly on possible congestions. This allows vendors to develop more fine tuned algorithms for optimal performance.

· The functional split follows the principle that has been applied in the majority of specification work, meaning that RNC is in control, and commands changes to the system. 

· As the RNC have several possible actions to take in a congestion situation, each vendor can design their own strategy for how the RNC should decide on the limitations and how to implement them (one UE only, all UEs in cell, all flows for a short time…). This creates flexibility in implementation.

4. Proposal

We propose RAN3 to discuss and agree on the sketched solution. 

The ability for the RNC to detect transport network congestion is discussed in [R3-050094]. The proposal in this contribution follows Alternative 1.

The specification changes required for the proposals in this contribution and [R3-050094] is captured in CR [R3-050096], which we propose RAN3 to review and approve.
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