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1. Introduction
At the last RAN3 meeting in August, the introduction of “2ms TTI over Iub” was proposed [1]. There it was implied that the new 2ms TTI in the radio should also be adopted in Iub in order to benefit from the reduced transmission delay. 

In the current specification, the granularity of TTI over Iub/Iur for both UL and DL is 10ms. Therefore it needs to be carefully evaluated by RAN3 if the gains in adopting the new 2ms TTI in Iub would justify the great impact of the new TTI there. 

So far the TTI discussion has been about the TTI in the radio interface between the NodeB and the UE. It has been agreed in RAN1 that the 2ms TTI in radio is an issue of its own; its benefits and drawbacks there are independent of its presence in Iub. It has also been agreed that the 2ms TTI in radio interface will be required, either as optional or mandatory, only in some yet to be defined UE categories.

This contribution highlights the benefits as well as some concerns regarding the possibility to have a new 2ms TTI on Iub Frame Protocol.

2. Benefit on 2ms TTI over Iub/Iur

During the discussion at the last meeting, the reduction of end-to-end transfer delay was advertised as a possible benefit of having the 2ms TTI on Iub. In this chapter, it is analysed how much the “2ms TTI over Iub” could improve the end-to-end Iub transfer delay compared to the existing “10ms TTI over Iub”.

It can be assumed that the introduction of “2ms TTI over Iub” mainly affects the following three delay aspects in Iub transfer delay, when compared to the delays of “10ms TTI over Iub”.

· Node B processing and Iub “scheduling” delay 

· Iub transport delay

· RNC processing delay

Node B Processing delay

2ms TTI: 5ms [2]

After soft combining check, Node B makes E-DCH FP PDU and sends it to the RNC.

10ms TTI: maximum 13ms (range is from 5ms to 13ms)

Node B has to wait in the worst case an extra 8ms in order to get all segments for the entire 10ms TTI E-DCH FP PDU. NodeB is able to do processing while waiting for the rest of the segments.

Iub delay

The value depends primarily on traffic condition over Iub as well as on the Iub transmission link bit rate. The difference between Iub delay for “2ms TTI over Iub” and the one for “10ms TTI over Iub” is very small/insignificant. The difference on the average is less than 1ms due to the expected relatively high transmission link rate on Iub.

RNC processing delay

2ms TTI: 3ms ([2])

10ms TTI: 5ms
The packet size for 10ms TTI would be larger than the packet size for 2ms TTI (in principle 5 times). Regarding the RNC internal delays (i.e., processing), the packet size itself may not be the dominating factor in it. E.g., for a DSP it may not make that big a difference if the data to be processed is 20 or 100 octets, once it is available. Most often the significant factor are the delay caused by moving/copying the data internally from one place to another and the delay related to processing initialisation and termination. Needless to say, in case of 2ms TTI these operations take place 5 times more often than with 10ms TTI. 

In case of 10ms Iub-TTI the number of MAC-d PDUs within the FP PDU is 5 times higher than with 2ms Iub-TTI. It is expected that this may have an effect on processing delays since some processing (e.g., deciphering) is done per a MAC-d PDU. This effect is expected to add at its worst a couple of ms in the processing time.

3. Concerns on 2ms TTI over Iub/Iur

Mainly the following concerns are seen relevant in the context of the introduction of “2ms TTI over Iub”.

· Increase in Iub traffic bandwidth. 

The introduction of 2m TTI over Iub requires more bandwidth as the portion of protocol overhead will increase. This is due to the following:

1) the protocol overhead is per PDU and along with 2ms Iub-TTI there would be 5 times more PDUs during the lifetime of the E-DCH.

2) At the same time the payload is 5 times smaller in case of 2ms TTI while the protocol overhead per payload remains the same.

· Impact on Node B implementation

In the current Node B, the granularity of the transmission of UL FP is 10ms. This has been the case from R99 with all transport channels, unless they have longer than 10ms TTI. The frequency of the UL transmissions with 2ms Iub TTI would be 5 times higher. It would increase the processing load in the Iub direction as the “data” needs to be processed (manipulated/copied/scheduled) 5 times more often than earlier.  If the max. capacity of the NodeB remained the same, i.e., no new hardware, then the overall traffic handling capacity (Mbit/s) would likely decrease.

· Impact on RNC implementation 

In the current RNC, the granularity for the reception of UL FP is 10ms. This has been the case from R99 with all transport channels, unless they have longer than 10ms TTI. Therefore, the frequency of packet arrivals with 2ms Iub TTI would be 5 times higher per E-DCH channel.  It would increase the RNC internal processing load dramatically. An arriving packet would have to be handled 5 times more often per a transport channel than earlier. Without hardware upgrades the overall traffic handling capacity of the RNC in terms of number of channels would significantly decrease due to the increase in the needed per-channel capacity.

· Impact on Transmission network equipment

In the transmission equipment (e.g., IP router) the number of packet arrivals/departures (packet/s) per a transport bearer would be 5 times higher than earlier. Thus the packet handling capacity of any existing node would increase significantly. 

On the other hand, in case of 10ms TTI the packet payload is about 5 times bigger than with 2ms TTI. It is however not an issue in case of AAL2/ATM transport as the AAL2 layer provides segmentation and re-assembly and ATM layer supports QoS aware scheduling of ATM cells (i.e., no Head-of-Line blocking). 

In case of IP transport the MTU of Ethernet transport is 1500 octets, corresponding to some 1.2Mbit/s bearer bit rate in case of 10ms TTI. In E-DCH it is possible that in almost ideal cell conditions a single user in an empty cell is getting higher rate than 1.2Mbit/s (up to 2Mbit/s). As stated in [25.933], section 6.3.1.5, this is not a system issue but the tools are available to overcome the MTU limit as well as the potential HoL issue. PPP-ML/MC extensions shall be supported in UTRAN in case of low bandwidth links.

4. Considerations on the significance of the delay reduction

Earlier in this contribution it was concluded that the delay gain due to the introduction of a 2ms Frame Protocol TTI on Iub would amount to some 10ms compared to the existing 10ms Frame Protocol TTI. 

In order to determine the true significance of this Iub delay difference, it needs to be put into an end-to-end context. The following figure illustrates this approach. The figure is based on the QoS model in [23.107, chapter 6.1]
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Figure 1.
Iub delay (shaded area) in the UMTS QoS model [23.107]

In [23.107] the following one-way end-to-end objective delay values on UMTS bearer service level have been given, “reflecting the capability of UMTS network”: For streaming service 300ms, for conversational service 100ms. It is to be noted that the UMTS bearer service capabilities do not cover the External bearer service. As the consequence the expected end-to-end service delay can be even significantly higher than the UMTS bearer service delay. 

Under these circumstances, while also taking into account the concerns and consequencies mentioned in section 3, the expected delay benefit of 10ms gained with 2ms Iub-TTI cannot be considered justified. 

4. Conclusion

This document presents a pain versus gain analysis of the proposed new feature of ”2ms TTI over Iub”. 

Considering the result of this analysis , the introduction of 2ms Iub TTI is not considered justified. The reduction in Iub delay cannot be considered significant enough to overcome the drawbacks related to the increase in the processing load and thus the decrease in the traffic handling capacity. Generally the cost of the E-DCH feature should be of concern to both equipment vendors and operators. Demand for new enhanced hardware to support E-DCH with any reasonable performance would clearly have a significant overall cost impact.

It is proposed that RAN3 decides not to specify 2ms TTI for the Iub Frame Protocol.
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