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1. Introduction
In RAN3 #41 and RAN2 #41 joint meeting with RAN 1, we established that for simulcast MBMS service delivery in TDD [1,2]:
· Timeslot re-use is proposed
· This requires synchronisation of Node Bs (at a timeslot and frame level – “inter Node B synchronisation”)

· Selective or maximum ratio combining are then possible by the UE (with acceptable complexity).

In 25.346 [3], it is stated that

 “The received transport blocks may be provided to the RLC layer for selective combining, or soft information may be buffered and combined across MBMS sets during the course of the TTI via  physical layer maximum ratio combining when NodeBs are TTI synchronized and information is provided to indicate which FACH transport channel TTIs from the different cells may be combined for each MBMS service.”

In this document, we demonstrate that if we apply inter Node B synchronisation to a group of cells, and indicate this to the UE on the MCCH,  the UE is then able to perform maximum ratio (or selective) combining.  If inter Node B synchronisation is not used, then only selective combining is possible.
2. An overview of the synchronisation methods to be used for TDD simulcast to support maximum ratio combining
It has been demonstrated in previous contributions (see [2,3]) that the highest performance for PTM MBMS is attained using a timeslot re-use pattern and maximum ratio combining.  In this section we describe how existing synchronisation procedures may be used to realise the frame synchronous MBMS transmissions for this method.

For the following discussion we shall use the following counters [4]:

BFN
Node B Frame Number counter. This is the Node B common frame number counter. Range: 0 to 4095 frames.

RFN
RNC Frame Number counter. This is the RNC node common frame number counter. RFN is optionally frequency-locked to a Network sync reference.
Range: 0 to 4095 frames.

SFN
Cell System Frame Number counter. SFN is sent on BCH. SFN is used for paging groups and system information scheduling etc. 
In TDD, if Inter Node B synchronisation port is used, SFN is locked to the BFN (i.e. SFN mod 256 = BFN mod 256).
Range: 0 to 4095 frames.

CFN
Connection Frame Number (counter). CFN is the frame counter used for the L2/transport channel synchronisation between UE and UTRAN. A CFN value is associated to each TBS and it is passed together with it through the MAC-L1 SAP. 

STEP 1

The operator applies “inter Node B synchronisation” to the Node Bs in the simulcast group, according to one of the methods described in [4].  A synchronisation port (using a synchronisation signal, for example, GPS) can be used in all 3GPP releases; air interface synchronisation may be used at 3.84 Mcps (R4 onwards) and 1.28 Mcps (R5).  Note, that these “inter Node B synchronisation” methods not only guarantee timeslot alignment between Node Bs, but also frame alignment.  

Additionally, all R4 and R5 Node Bs have the same SFN numbers, whilst R99 Node Bs will have a SFN which is an integer multiple of 256 different to the R4 and R5 Node Bs.
The BFN numbers are related to the SFN, SFN mod 256 = BFN mod 256.

Figure 1 illustrates this for 3 Node Bs.
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Figure 1. An example of BFN and SFN values of 3 Node Bs that employ “inter Node B synchronisation”.
STEP 2

The RNC is made aware of the “inter Node B synchronisation” for the Node Bs by receiving a NBAP RESOURCE STATUS INDICATION, including the IE Reference Clock Availability.  This is sent when a cell becomes existing at a Node B, or the capabilities of a cell change.  In R99 this IE is not supported; other means (e.g. OAM) may be used to convey the information to the RNC.
STEP 3

The RNC employs the RNC – Node B synchronisation procedure to determine the relative phase of its own timing (RFN) and that of the Node Bs (BFN).  It sends a DL NODE SYNCHRONISATION frame to the Node B, and the Node B returns a UL NODE SYNCHRONISATION frame (Fig. 2, taken from [4]).  [image: image2.wmf]SRNC
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Figure 2.  RNC – Node B Node Synchronisation (taken from [4]).  
This is repeated for each Node B.  The RNC now knows the information in Fig. 3 (except the SFN values), and the round trip time to each Node B (to an accuracy of 0.125ms).  The RNC does not know the SFN in each Node B, but this is not needed since the SFN is locked to the BFN.
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Figure 3.  Situation following RNC – Node B Node Synchronisation
STEP 4

The RNC wants to simulcast a FACH from all three Node Bs in the same frame, but in timeslots 3,4 and 5, respectively.  To achieve this we employ transport channel synchronisation for each FACH.  Transport channel synchronisation employs the CFN, which is applicable to an individual transport channel.  The CFN is included in the FACH Frame Protocol that is passed from the RNC to Node B.  The CFN is related to the SFN by a frame offset, which is zero for the FACH [4]:

CFN = SFN mod 256 = BFN mod 256 (BFN is known to the RNC).

For example, if the RNC wants to send a FACH in BFN 100 (SFN 356) in Node B1, a FACH FP is sent with CFN = 100 mod 256 = 100.  The RNC sends the frame in advance so that it arrives at the Node B within the receive window, giving sufficient time for the Node B to process the data, and transmit it in the appropriate timeslot (the timeslot is specified in NBAP message COMMON TRANSPORT CHANNEL SETUP REQUEST).  The Node B identifies the SFN to transmit by finding the earliest SFN that satisfies:

SFN mod 256 = CFN mod 256.

The windowing is illustrated in the Figure 4 below (taken from [4]).  

How far should the RNC send data in advance ?  The Node Synchronisation procedure (step 3) establishes the round trip time to the Node B.  Dividing this in two giving a one-way transit time.  The RNC should add to this some time for the Node B to process the data, plus some allowance for jitter on the line (in other words, an allowance for a one-way transit time greater than that measured in step 3).  Clearly the greater the jitter, the earlier the frame should be sent to guarantee successful transmission – jitter increases latency and the memory requirements at the Node B
.  Jitter is managed using the Node Synchronisation procedure, and by establishing a receive window for the transport channel (if frames arrive outside the receive window a TIMING ADJUSTMENT frame protocol is sent to the RNC) – late frames are discarded.
Similarly, the RNC can deliver data to Node Bs 2 and 3 for transmission in SFN 868 (it will again use CFN = 100, since 612 mod 256 =100, and 1124 mod 256 =100).  This is illustrated in Figure 5 where we assume different one-way transit times for each Node B.
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Figure 4.  Transport channel synchronisation (taken from [4])
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Figure 5.  Delivery of FACH frames carrying the same content to 3 Node Bs such that transmissions can take place in the same frame, but in different timeslots.
3. Simulcast without inter Node B synchronisation

It is well known that are numerous drawbacks from configuring a TDD network without inter Node B synchronisation in R99 to R5.  These include:

· Increased interference from “crossed” slots (slots that are DL in one cell and UL in another

· Potential interruption to service reception to measure beacon levels in neighbour cells

· Resynchronisation of the UE is needed on handover / cell reselection

However, Node B synchronisation is not mandatory, and whilst we strongly encourage its use, there may be MBMS deployments in which there are Node Bs which cannot be synchronised.

Figure 6a illustrates why maximum ratio combining is not possible if cells are not synchronised.
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Figure 6a.  Cells A and B are not synchronised.  The UE does not know whether to maximum ratio combine the cell B transmission with the Cell A transmission in frame n, or that in frame n+1.  Maximum ratio is not possible.

In Fig. 6a, selective combining is possible, since combining is performed at the RLC layer.  However, this may not be without cost: the UE may be unable to receive / transmit other physical channels when receiving the MBMS service from Cell A.  For example, the transmission be coincide with a RACH slot preventing random access by the UE.  If the framing of the cells drift, the mbms transmissions may coincide (Fig. 6b).  It is not clear what the impact on the UE complexity is in this case.  Therefore, we cannot wholeheartedly recommend the use of selective combining when the cells are not synchronised.  It may be better to not mandate the requirements on the UE to perform selective combining under these circumstances – we should seek the opinions of other working groups (1 and 2) on this matter.
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Figure 6b.  Cells A and B are not synchronised.  Following drift, MBMS transmissions overlap.
4. Discussion and Text proposal
How can FACH transmissions from different cells not be TTI aligned (in our example of synchronised Node B in Fig. 5 above) ?  This would require either 

a) one of the CFN=100 frames being transmitted in a different frame from Fig. 5 – this is impossible (even if the frame arrives early enough to go in the previous frame the Node B is faithful to the CFN within the frame protocol,

b) the RNC sends one of the frames with a different CFN, e.g.101, to the Node B.  This is clearly an incorrect implementation if simulcast is to be offered.

Therefore, given “inter Node B synchronisation” for Node Bs attached to one RNC:

· TTI aligned simulcast is achievable.
· TTI misalignment is impossible with correct use of the existing synchronisation procedures.
If used, “inter Node B synchronisation” shall be signalled to the UE, which may then:

· Assume that PTM transmissions of a given service from synchronised Node Bs will take place in the same frame

· Perform maximum ratio or selective combining

An example of the MCCH content is now given to illustrate these conclusions.
	Cell
	Is the cell`s Node B synchronised ?
	Service offered PTM

	1
	Yes
	1

	2
	Yes
	1, 2

	3
	No
	3

	4
	No
	1, 4


A UE (X) on the border of cells 1 and 2, that has joined service 1, notes that both cells are synchronised.  It implicitly knows that the FACH transmissions of service 1 from cells 1 and 2 will occur in the same frame, and it can combine them (max. ratio or selective).

A UE (Y) on the border of cells 1 and 4, that has joined service 1, notes that cell 4 is not synchronised.  It is unable to perform maximum ratio combining since it does not know which transmissions from cells 1 and 4 carry the same bits, but selective combining may be possible.
The text of [3] should be modified to:

“The received transport blocks may be provided to the RLC layer for selective combining, or soft information may be buffered and combined across MBMS sets during the course of the TTI via  physical layer maximum ratio combining. 
NodeBs that are timeslot and frame synchronized, shall be signalled to the UE on the MCCH.”  The UE shall assume that PTM transmissions of a given service from such Node Bs will take place in the same frame.
Transmissions from Node Bs that are not timeslot and frame synchronized may not be maximum ratio combined, although selective combining may be possible in this circumstance.
4. Conclusions

It is proposed that the suggested text changes be made to 25.346.
Further, an LS should be drafted to RAN 1 and RAN 2 to seek their opinion on the merits of selective combining in the case of unsynchronised Node Bs.
4. References

[1] R3-040321 “Node B synchronisation in TDD mode for MBMS”, IPWireless, RAN3 #41
[2] R1-040233 "Description of Simulcast Combining for TDD MBMS”, IPWireless, RAN1 #36
[3] TS 25.346 v2.6.0
[4] TS 25.402 “Synchronisation in the UTRAN, stage 2”, v5.3.0
[image: image8.png]











































































� The memory required is small.  For example, to buffer 500 kb/s for 2 frames, requires 10 kb.
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