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1 Introduction
In RAN3 #40, contribution R3-040098 questioned the validity of the claims on efficiency on the use of transport resources claimed by all the proposed evolved architectures. NEC has three main comments to that contribution:

1. Most best effort / interactive PS traffic will run on HSDPA.

NEC agrees that HSDPA is a key technology and it can be assumed to be in widespread use for the time frame of any evolved architecture in all cases where it makes economic sense to use it. However, we do not believe that HSDPA will be used in all cases but only when certain conditions are fulfilled (e.g. there is a minimum amount of users using PS background / interactive services in the cell, relatively cheap Iub transport, etc).

2. Only “per connection bit rates” are considered.

It is definitely true that, due to RoHC, real-time PS services using RT/RTCP (notably VoIP) are more efficient in Iub than it is in Iu on a “per connection” basis. However, if we look at aggregates the conclusion may be somewhat different. 

Iub lines tend to be also much less bandwidth (E1 or microwave type of links) than Iu lines (STM-1 type of links), even when Iub is carried in big trunks in some segments. This means that the possibility to achieve any statistical multiplex gain on Iub is very limited compared to Iu.

If we then add that, apart from HSDPA, all Iu traffic of any nature becomes real-time traffic in Iub, then we come up to the conclusion that, for certain traffic mixes, some of the proposed evolved architectures translate into savings in term of transport resources.

3. Soft-handover (SHO) traffic is not considered.

The reason is that R3-040098 focuses on the NodeB+ architecture for which the assumptions taken may be valid. However, for the functional split architectures (RCS / UPS) this assumption is not valid, and SHO traffic needs to be considered.

With these three comments in mind, this contribution will show that RCS / UPS architectures do improve transport efficiency in most common scenarios.

2 Use cases

For all use cases, we take the valid assumptions in R3-040098 and add some extra ones that we consider necessary.

The two scenarios compared are shown below (only UP nodes are shown).
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For the RNC case, the link under study carries Iub traffic, which includes soft-handover traffic. In real topologies the link would be partitioned into smaller "virtual links" corresponding to the E1 links going from the switch / router to the NodeB's. This partitioning would have lower the statistical multiplexing gain in Iub. However, for the sake of simplicity, we have assumed that there is no partitioning of the Iub link under study and, therefore, no impact on statistical multiplexing. However, the results shall be considered as a better than it can actually be achieved in reality (this is specially true for the mixed traffic case below).

2.1 NRT Traffic only

When 100% of the traffic is PS NRT, HSDPA is obviously the best way to handle it. For this case we fully agree with the assumptions and results in R3-040098.

For legacy terminals, HSDPA is not an option, however for the timeframes we are talking about for an evolved architecture we believe that HSDPA will be common place and the number of legacy terminals will be residual.

2.2 RT traffic only

We assume VoIP only. The case for other RT PS traffic may be different.

2.2.1 Common assumptions

These are the common assumptions for the traffic in Iu and Iub:

· AMR 12.2 Kbps speech frame = 244 bits

· AMR silence frame = 39 bits

· RTP payload = 32 octets during active 

RTP payload = 6 octets during silence

· VoIPv6 packet size = 92 octets

· Voice activity = 60%

· Effects of the signaling RAB are not considered.

· Transport level overhead (whether IPv4, IPv6 or AAL Type 2) is not considered. Only frame protocol overhead is taken into account (GTP for Iu and Iub FH for Iub).

2.2.2 Assumptions on Iu

The following assumptions are taken for Iu traffic (RCS / UPS case):

· Uncompressed IPV6/UDP/IPv6

· No SHO traffic.

· No traffic because of UPS being in D-UPS role (equivalent to DRNC).

· GTP header size = 8 octets.

· No Iu Frame protocol (TS 25.415 is not used for PS services).

· Statistical multiplexing is possible. We consider that the number of connections is enough for the gain to depend mainly on voice activity.

The total number of octets and the rates needed in the Iu for IPv6/UDP/RTP VoIP packets are:

	Frame size
	
	

	Active
	148
	octets

	Silence
	122
	octets

	Rates
	
	

	Peak rate
	59.200
	bps

	Average rate
	32.650
	bps


2.2.3 Assumptions on Iub

The following assumptions are taken about Iub (RNC case):

· RoHC is used. The fully compressed IPv6/UDP/RTP RoHC header (UO0 packets) is 4 octets long. Therefore, the packet length in Iub is 36 octets.

· RoHC is always working at full compression. There are not transitions in the RoHC entities (compressor / decompressor) to lower compression states.

· No UEP assumed. A, B and C bits are sent on the same DCH.

· No PDCP header.

· RLC UM header = 1 octet

· No MAC-d header

· Iub FP (header + trailer) size = 3 + 2 octets (UL case).

· Maximum statistical multiplexing gain when number of connections > 20 (bandwidth reserved = average bit rate). 

· The TFs chosen for VoIP are optimal. The loss due to RoHC transitions is considered insignificant.

· SHO traffic = 40%. Overload due to SHO traffic (around 20% connections have an active set of size 2 and 10% connections have an active set of size 3).

· The protocol stack in Iub is FP/UDP/IPv6/PPP-Mux/PPP/L2TP/UDP/IP, with UDP/IP header compression for the left-most UDP/IP stack.

· The link under study carries Iub traffic to 20 NodeBs.

· Each PPPMux packet multiplexes up to 20% of the maximum amount of packets that can be send within a 20ms TTI. For example, if there are 100 connections between the RNC and the NodeB, each sending a packet every 20ms, then the RNC sends 5 PPPMux packets each carrying 20 IP packets. That gives the Iu FP a time adjustment resolution of 4ms, which may not be enough in real implementations but that we take as a best case for Iub.

The total number of octets and the rates needed in the Iub for IPv6/UDP/RTP VoIP packets are:

	Frame size
	
	
	

	Active
	UL
	47
	octets

	
	DL
	45
	octets

	Silence
	UL
	21
	octets

	
	DL
	19
	octets

	Rates
	
	
	

	Peak rate
	UL
	18.800
	bps

	
	DL
	18.000
	bps

	Average rate
	UL
	9.925
	bps

	
	DL
	9.875
	bps


2.2.4  Comparison

The comparison on traffic is shown in the graphic below. This graphic shows the amount of reserved bandwidth per number of connections. It takes into account traffic in SHO. The IP compression in Iu is also shown for information.
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Use case - VoIP Only

0.00

10.00

20.00

30.00

40.00

50.00

60.00

70.00

100

200

300

400

500

600

700

800

900

1000

1100

1200

1300

1400

1500

1600

1700

1800

1900

2000

Number of VoIP connections

Mbps

Iu BW

Iub BW (UL)

Iu Compressed BW

Figure1. Use case "VoIP".
For this use case, the current R99/Rel-4/Rel-5 architecture achieves better efficiency in the use of transport resources for any number of VoIP connections. Of course, the gap would be reduced significantly if the same overhead reduction techniques (apart from RoHC) that are applied in Iub (eg. PPPMux, header compression). 

2.3 Mixed traffic, RT + NRT

For mixed traffic, the assumptions for VoIP in section 2.2 apply. The assumptions for PS data service are stated below.

2.3.1 Common assumptions for NRT traffic

These are the common assumptions for the traffic in Iu and Iub:

· All NRT traffic is considered best effort / interactive. I.e. no guarantees (or very minimum).

· All PS connections are 64 Kbps (UL and DL).

· Payload average MTU size: 500 octets.

· Activity: 20% (percentage of time that a source is active).

· IPv6 is used at transport level.

2.3.2 Assumptions on Iu for NRT traffic

The following assumptions are taken for Iu traffic (RCS / UPS case) for NRT traffic:

· UDP/IPv6 overhead: 48 octets

· GTP overhead: 8 octets

· Bandwidth reservation: only 10% of peak bandwidth is actually reserved per connection. This guarantees a minimum service, which is better than pure best effort.

2.3.3 Assumptions on Iub for NRT traffic

The following assumptions are taken about Iub (RNC case) for NRT traffic:

· The reference RAB in 6.10.2.4.1.26 in TS34.108 v4.7.0 is used. This RAB has a TF size of 336 octets (including 2 octets of RLC overhead), and can send a maximum of 4 x 336 in one TTI. The TTI is 20 ms.

· Since in Iub this traffic is RT, a bandwidth reservation of 40% of the peak is used in order to guarantee the required transfer delay.

· Traffic is partitioned at E1 capacity. The link under study carries n E1 lines.

· The maximum utilization of an E1 line is set to 85%. A 15% margin is reserved by the CAC to absorb traffic peaks.

2.3.4 Comparison

The comparison on traffic is shown in the graphic below. This graphic shows the amount of reserved bandwidth for 1000 connections when increasing the percentage of NRT connections. It takes into account traffic in SHO. The IP compression in Iu case is shown for information.
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Figure 2. Use case "Mixed".

While the NRT accounts for only a small fraction, the current architecture results in better transport efficiency. At 40% of NRT traffic, the two architectures would show approximately the same transport efficiency. At values >40% of NRT traffic the UPS architecture gives better transport efficiency.

The graphic below shows a comparison in term of E1 equivalency.
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E1 Equivalence (Mixed RT + NRT traffic)
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Figure 3. Use case "Mixed". E1 equivalence.

The purpose of this graph is to show a comparison in terms of E1 links between the RNC and UPS cases. Even when the link under study is the same amount of actual traffic in both cases, in terms of E1 equivalency the RNC cases behaves worse than the UPS case, due to the BW partitioning effect of the link.

3 Conclusion

This contribution has compared analytically the efficiency on the use of transport resources in UTRAN between the current RNC-based architecture and the evolved architectures based on UPS. It has been shown that for the RT-centric traffic case (most of the connections carrying VoIP RT traffic) the RNC based architecture shows more traffic savings. However, the situation changes when the NRT traffic goes above 32% of the overall traffic.

Of course, the validity of this very "static" picture can be questioned from both sides. HSDPA could significantly improve the results for the RNC case, but the use of overhead reduction techniques (header compression, PPPMux) could also significantly improve the UPS case. Also, the assumptions taken are very reasonable for the Iu traffic, but quite optimal for the Iub traffic (eg. full statistical mux gain in E1's, etc). 

Finally, the static picture depends very much on some of the general assumptions. For example, the traffic mixed use case would improve very significantly for the UPS architecture if the bit rate for NRT connections is taken to be 128Kbps instead of 64Kbps.

As a conclusion, NEC believes that for normal 3G traffic cases in the timeframe any evolved architecture could be developed based on 3GPP standards (NRT well above 50% of total traffic), any architecture that extends Iu traffic closer to the NodeB would benefit from higher transport efficiency, specially of overhead reduction techniques are used in Iu. 

NEC proposes to include section 2 of this contribution into the main area of TR 25.897, and encourages additional work on extending this study.
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