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1
Introduction

In the past meetings, several proposals on evolved UTRAN architecture have been presented [1]. Several pros and cons have been discussed whether a radio-specific processing closer to the radio access point would have some advantages. This contribution tries to give a common view on all proposals for easier comparison and possible further optimisation. 

2
Discussion

Each architecture proposal offers different features, derived from different points of view. Separation of control and user plane was one issue, due to the assumption, that both scale differently at future service scenarios. The full advantage of an IP based network down to the radio access point was another aspect. The compatibility and interworking with existing systems of previous releases was emphasised by other solutions.

2.1 Legacy RAN Architecture

The current architecture is strictly hierarchical. The core network, represented by SGSN is the highest level, followed by the RNC, which distributes the traffic to the respective Node B. The transport network topology pursues this hierarchy and is star or tree shaped. An IP network however is logically fully meshed and hides its physical topology from the transport mechanism itself. 
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Figure 1: Rel.99/Rel.5 Architecture 
Figure 2: Architecture with RNG

As reference, Figure 1 shows the architecture as given in Rel.99/Rel.5. Changing the transport mechanism between RNC and Node B from ATM to IP requires additional means to guarantee frame synchronisation,wheras ATM with its connection-oriented character can handle this easily. 

2.2 Architecture with RNG and NodeB+

The above mentioned problem shall be solved by the proposed RNG based architecture as shown in Figure 2 by removing the Iub interface. The interface to the core network remains unchanged. Its control part is processed in a specific element inside the RNG and forwards the GTP-U relay appropriately (i.e. to the specific NodeB+ of the UE via Iu_u). It also provides an Iu_c like interface to control the NodeB+. To enable interworking with legacy releases, an Iur interface, which shall be routed to other RNGs or legacy RNCs is added. This again requires some relaying function to route the Iur to the correct destination. In addition, each NodeB+ must support the whole functionality of the former RNC including an extra Iur interface to adjacent NodeB+.

2.3 Architecture with RAN-Server and iNode B

The control function and the GTP-U relay can be split into two separate network elements. This could give more flexibility in system deployment and transport network design. To avoid an additional network node compared with the previous solution, the separated function of GTP-U relaying could reside inside the SGSN (which probably can already handle this function without changes) or be located in the new type of Node B. Similar to the proposal in Figure 2, this iNodeB contains the whole radio processing functions of the former RNC. The solution with its two options is shown in Figure 3.
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                      a: GTP-U Relay in SGSN                                                           b: GTP-U Relay in iNodeB

                                              Figure 3: Architecture with RAN-Server and iNodeB

Central control functions are concentrated in a new element, the RAN-Server and the user plane traffic is directly routed to the destination iNodeB via the IP based Iu_u interface. The Iu_c* interface between RAN-Server and iNodeB is derived from the standardised RANAP/RNSAP protocol.

Common to these two architecture proposals is, that both avoid the Iub interface, which is difficult to implement in an IP based system. Both provide service differentiation down to iNodeB.
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Figure 4: Architecture with UPS and RCS

2.3 Architecture wit RCS an d UPS

The third solution in Figure 4 preserves Iub. It moves radio specific user plane processing into the UPS, which is close to a group of legacy Node Bs. User and control plane are separated on Iu into Iu_u and Iu_c and separately processed in the Radio Control Server RCS and User Plane Server UPS. The interworking between both is enabled by a new Iui interface. This solution provides IP optimisation and service differentiation down to the UPS. RRC processing is performed in RCS and controls RLC/MAC in UPS remotely via Iui, which may result in tight timing constraints, comparable to the Iub interface.

3
Mobility handling and impact on CN

All proposed architecture solutions try to move radio specific processing closer to the radio access point in order to allow IP based transport in the access network and provide service differentiation and better scalability to future requirements. This however requires additional means to hide micro-mobility from the CN or the expectation that the SGSN can handle this easily. 

The solution with RNG and NodeB+ (see Figure 2) uses in a central node means to re-route the GTP-U tunnel as well as processing the RANAP protocol and transfer of control information (RANAP-like) to the destination NodeB+. In case of soft-handoff between NodeB+ in different RNSs (i.e. another RNG or legacy RNC), a Iur relaying function is also necessary in the RNG. 

The solution with RAN-Server and iNodeB (see Figure 3) expects the GTP-U relaying function in the SGSN (see Figure 3a) or in the iNodeB (as in Figure 3b). The GTP-U tunnel is routed from CN directly to the destination iNodeB whereas the control plane is terminated and processed in the RAN-Server (RANAP). Remaining control information is transferred from RAN-Server to iNodeB via a new Interface Iu_c* (mainly RANAP and part of RNSAP). Soft handoff between adjacent iNodeBs is autonomously performed by the involved iNodeBs. 

The solution with RCS and UPS processes control plane and user plane in two different network elements. Here the UPS hides part of the micro-mobility from the CN in case of intra-UPS movement. Inter-UPS mobility (medium-mobility?) requires re-routing of the GTP-U tunnel in the SGSN. Soft handoff requires tight interaction between RCS, UPS and the involved Node Bs. 

3
Conclusion and Proposal

Common to the first two proposals is that they remove Iub interface and concentrate on an IP optimised transport network. The third proposal in 2.3 preserves the Iub interface.

From the micro-mobility point of view, in the first proposal a central network for both control and user plane has been introduced to hide micro-mobility from the CN. In solution 2.2 it is assumed, that the SGSN can handlethe micromobility. Optional, an additional GTP-U relaying function in iNodeB can be used.   Proposal 3 can be interpreted as a mixture of two solutions with respect to CN interworking.

Further, in proposal 3, the separation of control and user plane concentrates on network elements but require in total three different network elements with tight interaction between them in the UTRAN. 

It is proposed to use this paper as basis for further comparison and evaluation. 
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