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1
Introduction

This paper deals with the open issues 

-
Frequency of RCS and UPS relocations and their consequences vs SRNC relocation and 

-
Signalling load in RCS, UPS, RCS/UPS relocation vs. SRNC relocation (some internal signalling now external)
of the Evolved Architecture based on functional separation (EA-FS for short) and Evolved Architecture based on UE/Cell split (EA-UCS for short).

2
Discussion

2.1
RCS Change

It is assumed that an RCS change will occur as frequently as SRNC Relocations in comparable network configurations, assuming that RCSs in the EA-FS/EA-UCS will be located at the same site as today's RNCs. This assumption is further based on the estimation that the user's mobility behaviour will not greatly differ/change w.r.t crossing boarders of RCS/RNC serving areas, and therefore the overall signalling load towards the CN introduced by RCS changes only will be of comparable range than for SRNS Relocations.

Conclusion 1: The frequency of RCS changes and the respective signalling load in the EA-FS/EA-UCS are comparable to  SRNC relocation.

2.2
UPS-Change

Following possibilities/techniques have been identified for performing UPS changes:

-
UPS change by means of SRNC Relocation

-
allow non-optimum TNL

-
Modification of Transport Bearers between UTRAN and CN

-
Mobile IP in TNL

2.2.1
UPS change by means of SRNC Relocation

This possibility assumes that the RANAP specification allows an SRNC Relocation without changing the RNC, i.e. targeting to the SRNC. This has been shortly debated at the last meeting and was not disagreed.

It is undisputable that in the EA-FS/EA-UCS the signalling load on Iu will increase if UPS changes will be performed by means of the SRNC Relocation procedure. Such an increase should be of course avoided.

There are some possibilities to circumvent this expected increase of control plane signalling load which are discussed in the following chapters.

2.2.2
Allow non-optimimum TNL

This option foresees to allow - potentially long - Iur-u links between the UPS that served the RNL UP resources first and the UPSs that are currently providing UP resources. An SRNS (i.e. S-RCS) Relocation will be only performed if all radio links are served by UPSs controlled by another RCS. As this option bears the danger of potentially bad transport resource utilisation due to extensive usage of Iur-u resources this option it is not discussed any further.

2.2.3
Modification of Transport Bearers between UTRAN and CN

This option foresees to allow the RCS to request the CN to modify the TNL information (TNL address + TNL association) by means of RAB Modification (without digging now into protocol details). This option would avoid the lengthy relocation procedure on Iu and corresponding processing in the involved nodes, i.e. save RNL processing resources. But still this method could still heavily contribute to the overall signalling load. Moreover, it would impact the CN from a protocol point of view (although the implementation and testing effort might be smaller than the one for discussing this at 3GPP ...).

2.2.4
Utilise Mobile IP in TNL:

This option foresees to hide UPS changes towards the CN by means of Mobile IP.

Note:
Mobile IP specifies protocol enhancements that allow routing of IP datagrams to mobile nodes in the internet. For a mobile node to change its point of attachment to the network without having to change its IP address Mobile IP employs the concept of care-of address (CoA), temporarily associated with the mobile node. Mobile IP provides mechanisms to register the CoA with a Home Agent (HA) which tunnels packets destined to the mobile host to its CoA. Differences between Mobile IP v4 and v6 can be studied in the various RFCs and draft-RFCs, papers, etc. (e.g. Foreign Agent vs co-located CoA ...), see e.g. ref's [1] and [2].

The concept of Mobile IP can be utilised for the EA-FS/EA-UCS as follows:

2.2.2.1 Initial resource assignment

At RAB Assignment, the RCS requests resources from the appropriate UPS (step 2 in Figure 1). The UPS allocates transport resources (step 3) and sends a binding update (or registration request for MIPv4) to a Home Agent (step 4).

The mobile node, to use the terminology of Mobile IP, is the transport resource allocated at the UPS and is called in this paper Virtual Mobile Node (VMN). As the address of the VMN instance in the UPS needs to be known by the Home Agent, the UPSs need to be able to share are range of IP addresses routable towards a node acting as the Home Agent. This can be managed e.g. in a pre-configured manner.

Note:
This approach follows the straight forward principle that the UPS, responsible for the transport resources provides the transport addresses as well. Another possibility would be that the RCS instantiates the VMN by allocating its address. in case of several HAs a kind of load-sharing would be possible among them.

The UPS needs to inform the Home Agent about the Care-of-Address in order to allow the HA to tunnel the IP packet to the VMN instance.

After the registration/binding update process is performed the UPS informs the RCS of the routable address of the VMN (step 5) which is provided to the CN node in the RAB Assignment Response message (step 6).

The UPS that serves the RAB will keep a serving functionality as long as certain implementation dependent algorithms decide to relocate it to another UPS. 

Note:
The location of the HA is a network configuration matter. It could be either relatively close to the CN node, or "somewhere in the golden middle between UPS and CN or even co-located to an UPS.

Note:
The IP transport option in Rel-5 foresees that a IP/UDP pair is allocated as TNL address for each transport resource. This is not reflected in this paper to every detail, as Mobile IP handles IP addresses only. One can imagine that the UPS could e.g. allocate an IP address for a UE context and distinguishes between the transport resources by means of UDP port allocation. Address-space shouldn't be a problem for IPv6, and even for IPv4 a closed network should provide enough space.
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Figure 1. Initial Resource Assignment.

2.2.2.2 Support of inter-UPS mobility

Due to UE mobility it might be necessary to change the UPS currently providing RNL UP resources. 

There are two possibilities:

1) hard switch between 2 UPSs

2) utilising Iur-u

ad 1) The RCS might allocate resources at the new UPS (UPS2) (step 1 in Figure 2), providing the UPS with the address of the previously allocated VMN instance. The UPS performs an re-registration/binding update with the Home Agent and from that point in time packets in DL will be routed to the new UPS. In case of some signalling latency (network internal or between UE and network) some packets might get lost or will need to be buffered at UPS. In order to avoid this the Iur-u can be utilised.

ad 2) In order to avoid data loss due to the hard switch between UPSs, the serving UPS might temporarily provide anchor functionality (step 4), i.e. forward packets to the "drift UPS" until RRC signalling and other network internal signalling has finished. This can be done utilising Mobile IP as well. After that the RCS will trigger the re-registration/binding update (step 8) and release resources from the old serving UPS. 
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Figure 2. Inter-UPS mobility utilising Iur-u.

Conclusion 2: It is possible to to hide intra-RCS mobility towards the CN by introducing Mobile IP for the transport network.

2.3
Signalling load in RCS and UPS due to RCS/UPS Change

With regards to the open issue

-
Signalling load in RCS, UPS, RCS/UPS relocation vs. SRNC relocation (some internal signalling now external) 

it is expected that the signalling load introduced by the definition of the Iui interface is comparable (or most likely equal) to the necessary internal signalling effort in today's RNCs. This should not be too surprising. 

Conclusion 3: Introducing new network entities as proposed in the EA-FS/EA-UCS will increase the overall-count of signalling messages between network node. However, the overall processing effort is comparable to today's implementations as the same amount of information needs to be exchanged and processed between CP and UP within an R99/R5 RNC as well.

2.4
Generalisation with regard to the transport option

As the study item is kept general in respect of the chosen transport option, some words should be spent on the possibilities to define a TNL-anchor function for the ATM transport option similar to the functions provided by a Home Agent.

In general, the anchor functionality provided by the Home Agent is similar to the concept of introducing a Radio Network Gateway in the Evolved Architecture based on new location of radio functions. The difference to that proposal is that only functions on TNL are needed. It could also be an option for the Evolved Architecture based on iNodeB and RAN server.

To introduce a similar function for the ATM transport option an AAL2/ATM switching point is needed located at a similar (optimum) place as the Home Agent. It could be debated whether the RCS or a UPS is in charge of controlling the anchoring/streamlining of ATM/AAL2 connections.

3
Conclusion and Proposal

It is proposed to discuss the mobility concept and include agreeable text of section 2 into the TR for both evolved architecture proposals. Further it is proposed to close the related open issues.

4
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