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1 Introduction
This contribution addresses the issues in the table in section 2.1 in R3-040125, which has been included in section 6.3.3.3 in TR 25.897. We take the text in TR 25.897 as basis.

2 Issues

2.1 Scalability

	Argument
	Explanation [1]
	Counter-argument / Business
	Counter-argument / Standardisation

	Scalability
	Need for U-plane capacity to increase faster than C-plane. OPEX benefits as no “RNC-split”.

Standardised multivendor Iui may provide additional flexibility due to combination of HW of different vendors
	Cost benefit sensitive to implementation, network and Network Element configuration, etc. vendor-specific aspects. 

In some specific scenarios network configurations relying on small UPS

elements scale less well to sudden peaks in traffic demand (e.g. because 

of seasonal population move), due to the splitting of a big resource into

smaller ones. However, in the absence of such traffic behaviour, network

configurations relying on small UPS elements would scale as well as network 

configurations relying on bigger user plane nodes like big RNCs or big UPSs.
	Scalability of RNC is achieved today by using the R99/Rel-5 specifications, e.g., by utilising User plane and Control plane boards in the RNC. 


NEC's comment (business): from the business perspective, scalability has impacts in both OPEX and CAPEX. For the RCS / UPS case there is an increase in OPEX because of new nodes (maintenance, consumption, etc), and a possible decrease in OPEX due to UP savings. However, CAPEX would be significantly reduced in many scenarios because the cost of a UPS would be smaller than that of an RNC (lower node complexity and economies of scale). Also, the cost of a UP "upgrade" in a UPS is expected to be lower than that of an RNC (same reasons).

NEC's comment (standards): in our understanding, scalability is a term related to how the system can cope with growth. In general, traffic grows because of two main reasons:

a. Number of subscribers increases: this translates into UP and CP growth. For this case, the RNC and the RCS / UPS architectures have similar scalability properties.

b. Traffic per subscriber increases: this translates mainly into UP traffic growth. CP load also grows but to a much lower degree. For this case the UPS architecture can cope with growth by first adding more traffic modules into existing UPS, and second installing new UPS wherever needed. The RNC architecture could handle it also by adding more traffic modules, but when the maximum configuration is reached, a brand new RNC is needed.

For the time frame that we are talking about for an evolved architecture (practically Rel-7), the main cause UP growth is expected to be point "b" above and, therefore, an RCS / UPS architecture has better scalability than an RNC one.

2.2 Technology upgrades

	Argument
	Explanation [1]
	Counter-argument / Business
	Counter-argument / Standardisation

	Technology upgrades
	Easy to optimise the technology choices, different processing requirements in User and Control planes 

Depending on the RNC product architecture, the introduction of new technology into it may have more (cost) impact than the introduction of UPSs and/or RCSs in the distributed architecture. The distributed architecture with the new Iui interface may give the operator more flexibility in terms of selecting the provider of the new technology (per UPS or RCS)
	New technologies can be introduced in R99/Rel-5 RNCs by exchanging HW-components whilst keeping the internal (implementation specific) interfaces. The same technology used in the context  of open interface can be used internally as well. 
	The technological choices are a matter of implementation and outside the scope of standardisation. In R99/Rel-5 architecture, the Iur  is to allow multivendor operability between RNCs and Iub allows it between RNC and NodeB. The distributed architecture with the new Iui interface may give the operator more flexibility in terms of selecting the provider of the new technology (per UPS or RCS)


NEC's comment (business): what does this have to do with business?

NEC's comment (standards): opening Iui has no impact whatsoever in technological choices being a matter of implementation. Opening Iui will definitely (not just "may") give operators more flexibility in selecting the provider for RCS and UPS functionalities, pretty much in the same way that Iub does.

2.3 Openness

	Argument
	Explanation [1]
	Counter-argument / Business
	Counter-argument / Standardisation

	Openness
	Common server for C-plane, more competition, thus lower costs. This is to realise as soon as a mature UPS/RCS market exists, competitive products may lead to savings for operators.
	No immediate cost benefit but requires a mature UPS/RCS market to develop.
	Will require definition of a new efficient open interface (Iui) and commercial commitment and development relying on the new interface. Purely from the technical point of view there should be nothing to prevent the definition of the interface.


NEC's comment (Business): no immediate cost increase either. So longer term benefits are likely to drive business decisions if short term cost is almost identical.

NEC's comment (standards): definition of open interfaces is what 3GPP is here for, as well as all its organizational partners. Commitment from vendors is likely to come once the interface is open, and it will definitely never come if the interface is not open. 

The actual issue to be evaluated is the gain vs. pain of opening such an interface. And this is not a "counter-argument".

2.4 Resilience

	Argument
	Explanation [1]
	Counter-argument / Business
	Counter-argument / Standardisation

	Resilience
	No single point of failure in the network
	-
	Current R99/Rel-5 specification does not exclude high availability implementations.


NEC's comment (standards): high availability implementations are certainly not excluded by current R99/Rel-5 implementations. They are actually required, if you want your company to continue in the business. However, this is not the point addressed by the explanation. RNC's are single points of failure. If an RNC goes down, its whole area is affected, and this area can be rather large. If a UPS goes down, the area were service is not available is limited to the UPS area. For the RCS with a UE-Cell split, the system can be designed in a way that, in case the RCS fails only the UE getting service from this RCS in the moment of failure are affected but service in the area is still provided by the UPS using another RCS.
3 Proposal

It is proposed to include the above “NEC comments” into the table in section 6.3.3.3 in TR 25.897.

























































































































































