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1 Introduction

The stage2 work on network sharing in Rel-6 has been ongoing in SA2 and the architectural and functional aspects on this topic are collected in the TR 23.851 [1].

Network sharing in Rel-6 shall support both GWCN and the MOCN architectures, which differ in whether MSCs/SGSNs are shared (GWCN) or whether the core networks of the sharing partners are completely separated (MOCN). 

The purpose of this paper is to identify the initial registration signaling related issues in case of legacy UEs behavior in the MOCN scenario. There are some rerouting mechanisms proposed in TR 23.851.

In the GWCN scenario since the operators also share some part of the core networks there will be no need for additional mechanisms for the handling of the rerouting issue.
2 Discussion

For the inbound roamers with Rel-6 UEs in shared networks, they will be informed about the existence of the available CN operators behind the shared UTRAN. This information will be broadcasted over the broadcast channel (BCH) to the UE. The Rel-6 UEs will then consider all the multiple PLMN-IDs as available for PLMN selection, and indicate the selected PLMN-ID to RAN in the RRC Initial Direct Transfer message containing the Initial NAS Registration request message (e.g. Location Area Update).

The Initial NAS registration request message is then relayed to CN by RNC in the RANAP Initial UE Message, simultaneously creating a signaling connection over Iu.

In the MOCN scenario, RAN will use the PLMN-ID selection indication to route the initial NAS message to a suitable CN node, while in the GWCN scenario RAN will need to relay the PLMN-ID selection indication to the shared CN node, which in turn can use it for routing.
Required re-routing mechanism

However the pre Rel-6 UEs are not capable to neither read the multiple PLMN-IDs in the system information broadcast, nor indicate selected PLMN (Core network operator). Rather they behave exactly as if the shared network was a dedicated network operated by one operator. 

In MOCN the RNC should select a CN node at random. The selected CN node retrieves the users IMSI and may then find out that it does not have a roaming agreement with the users HPLMN. Subsequently CN rejects registration attempt with e.g. Location Updating Reject message with a cause “PLMN not allowed”. If this reject message is send back to the UE by RAN, subsequently the UE will insert the identity of the PLMN (broadcasted by RAN) to the list of forbidden PLMNs. The problem is now that amongst the available core networks there might have been a core network which would have been able to provide services to the UE. Thus, a mechanism is needed between UTRAN and the core networks connected to it, which enables forwarding the Initial UE Message to another core network that may be able to serve the UEs request. Such a mechanism should not change the existing pre Rel-6 UE implementations. 

However, regarding the necessity of introducing a rerouting mechanism in MOCN, SA2 has in the TR 23.851 identified three different options for assignment of CN operator and CN node. The options consider the inclusion of the functionalities either in CN or RNC respectively. 

We believe that from the operator point of view there are some drawbacks with the proposed CN centric solutions. In despite that different core network operators share a common radio access network in a shard network; the interaction between the core network operators shall be as low as possible. This is because the core network operators are competitors after all. Any possibilities for gaining information related to the operations etc by sharing or exchanging of information between the core network operators should be minimized. 

The business and trust relationships in a shared network will be between the core network operators and the RAN operator, and not between the core network operators. Thus, the function of the RAN operator should be to treat the core network operators equally (or according to whatever agreements exist). The decision of re-routing (to another core network) shall not be up to core network operators connected to the shared UTRAN. This must be the responsibility of the RNC, and should be no possibility that under any circumstances a single core network operator could be discriminated by other core network operators. However this will be up to stage 2 (SA2) to decide.
Proposed RNC centric solution

Since the existence of the network sharing will be transparent for the legacy UEs in the MOCN scenario, the UE will not be able to explicitly indicate its preferred and selected CN operator. Hence a rerouting mechanism is necessary over the Iu interface. The rerouting mechanism shall enable forwarding / redirecting of the request (Initial UE message) from UE to another CN if the selected CN is not capable to serve the UE request.

The figure below depicts the basic principal for rerouting.





*) The “Reroute Command” message could either be a “new RANAP” message or an “extended DL Direct Transfer” Message
After the RRC connection is established, the UE sends the Registration Request (e.g. Location Updating Request) to the RNC in the RRC Initial Direct Transfer message. RNC selects a CN (in this case the “erroneous-CN”) to which it forwards the Registration Request in (RANAP) Initial UE Message. The selected CN node retrieves the users IMSI (from the UE or previous CN node) and finds out that it does not have any roaming agreements with the users HPLMN. Subsequently the “erroneous-CN” will initiate the rerouting by sending a “Rerouting Command” to the RNC. This Rerouting Command can be a new RANAP message or an extended RANAP DL Direct Transfer Message. However the message shall at least contain:

· In NAS container

· Initially received NAS message (Location Updating Request) 

 (One possibility is that the shared-RNC store the initially received NAS message sent by UE in case of temporary CN node failure. In that case the attempted CN will not be able to forward the initial NAS message to the shared-RNC for re-routing purposes)

· The NAS reject message send by CN to the UE. This message will be cached in the shared-RNC before it is needed to be forwarded to the UE, in case of all CNs reject the UE request.

· Unused authentication vector 

· Current value of N(SD)

· In AS container

· Users IMSI (if available)

· Reject cause IE (visible to RNC)

If the first selected CN (erroneous CN) sends the Reroute Command with the users identity (i.e. IMSI) to the shared-RNC (the shared-RNC will have the knowledge about all core networks roaming agreements) then the RNC will based on a IMSI analysis (re)-direct the Initial UE message to a suitable CN.

If for some reason the IMSI of the user exclusively could not be provided to RNC in the Reroute Command. The RNC shall successively cache the cause codes and also the reject NAS message provided by the CNs and redirect only the Initial UE Message with no cause codes to a randomly selected CN. In the case if no CN is capable to serve the UE, a proper cause code should be sent to UE, thus a coordination of the cached reject causes in the shard-RNC will be necessary (see next chapter).

Roaming rejection

It is possible that for some reason (PLMN forbidden or LA forbidden) none of the CN operators in the MOCN are capable to serve the UE request. Each “erroneous CN” initiates a rerouting (with the proper reject cause) and the shared-RNC ends up in a situations where there are no other CNs available to which the NAS message could be rerouted to, thus the signaling connection has to be released. When all the CNs reject the registration request, then some coordination will be needed in the shared-RNC to select on of the reject causes to relay back to UE.

This could be done according to, when the RNC redirect the Initial UE message to the next CN. In the case if RNC receive a new reject message from the next erroneous CN, the RNC can then compare the reject causes, between the new reject message and the old one and determine which has the „weaker“ reject cause. If it is the new reject cause that is the weaker, the RNC replaces the cached reject cause and NAS message. This whole procedure repeated for all core network operators. When the final comparison has been made, the RNC forwards the NAS message with the appropriate reject cause to the UE.

     



*) The “Reroute Command” message could either be a “new RANAP” message or an “extended DL Direct Transfer” Message

3 Conclusion

It is proposed to discuss and agree on the proposed re-routing mechanism for the pre Rel-6 UEs as outlined in this paper based on the first re-routing method [1].
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