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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document is for the Release 6 work item "Remote Control of Electrical Tilting Antennas" (see [1]).

The objectives of this work item are the specification of a standardised open interface to enable local RET antenna-controlling functionality situated in the Node B to allow the RET antenna system being provided by a third party vendor and to enable the control of the antenna from the Network Manager, so that the operator is able to control the RET antenna remotely and consistently across the network.

The purpose of the present document is to record the required changes of the specifications and to gather all information in order to trace the history and the status of the Work Task in RAN WG3. It is not intended to replace contributions and Change Requests, but only to list conclusions and make reference to agreed contributions and CRs. When a solution for the remote control of electrical tilting antennas is sufficiently stable, the needed CRs can be issued.

Therefore, this document identifies the affected specifications with related Change Requests.

It also describes the schedule of the Work Task.

This document is a ‘living’ document, i.e. it is permanently updated and presented to TSG-RAN meetings.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[<seq>]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

[1]
3GPP TD RP-030193: "Work Item Description for Remote Control of Electrical Tilting Antennas".

[2]
ISO/IEC 13239 (2nd Edition, March 2000): Information Technology – Telecommunications and information exchange between systems – High-level data link control (HDLC) procedures

[3]
ISO/IEC 8482 (1993): Information technology – Telecommunications and information exchange between systems - Twisted pair multipoint interconnections

[4]
3GPP TS25.104: Base Station (BS) radio transmission and reception (FDD)
3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply.

<defined term>: <definition>

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

RET
Remote Electrical Tilting

4
Introduction

Because of the interference limitation property of the CDMA based UTRAN, the tilting of antennas is essential for the successful operation and optimisation of UMTS network coverage. It would be very beneficial if it were possible to remotely control the tilting of antennas in order to optimise radio cov​erage areas.

The ability for the operator to control the electrical tilt of the antennas remotely from the O&M Network is currently possible via the implementation-specific interfaces between Node B Element Manager and Node B. A “remote control” mechanism decreases the costs incurred on the operator for site visits to change the tilt of the antennas manually and simplify the redeployment of antennas in a large network. 

Remote electrical tilting (RET) solutions to date are proprietary, and hence interfacing a mix of antennas and Node Bs from different vendors is not possible without a standardised interface. Therefore, in order to enable flexibility for the operator in choosing their antenna supplier(s), a new interface is required between RET antenna and Node B to control the electrical tilting.

Additionally, RET functionality in the UTRAN accompanied by an appropriate set of signalling commands and control parameters from the Network Manager over the Ift-N interface would allow the operator to optimise the whole network using consistent commands – even in a multi-vendor environment. TSG SA WG 5 should provide the parameters and functionality across the Itf-N interface needed for a network wide controlling of RET antenna devices.

5
Requirements

5.1
General

· Specification of open interfaces between RET and Node B to ensure multi-vendor operability with a mix of antennas and Node Bs from different vendors 

· Support of error and alarm handling

· Align with already existing solutions as much as possible

· Control of downtilt settings and variations remotely both from Network Management system and locally from the Node B

5.2
UTRAN Architecture

· Minimise impact on existing UTRAN architecture and network/element management architecture
5.3
Protocols

· Interface protocols terminate at Node B and RET antenna

· Protocol Stack needs to be standardised

· Efficient protocol means shall be provided to enable the simultaneous control of several RET antennas

5.4
Network wide Control of RET Antennas

· Centralised and network wide remote control of RET antennas with downtilt settings and variations of the downtilt

· Downtilt variations should be controllable from NMS in such a way that downtilt profiles for certain areas can be managed directly by the Node B Element Manager or automatic downtilt adjustments are possible by the network manager according to predefined traffic requirements and/or according to a scheduling provided by a higher level application (e.g. network optimisation)

6
Study Areas

6.1
UTRAN Architecture Aspects

According to the agreed requirements in TR 25.802 v0.2.0 the impact on existing UTRAN architecture and network/element management architecture has to be minimised. For this reason the RET Antenna Control unit, which is often physically situated at the antenna premises, could be placed logically into the Node B as shown in figure 9 of the extract of TS 25.401 v6.1.0 below. As benefit of this solution no new UTRAN element and no new UTRAN element manager is needed, and the existing implementation specific O&M transport can be used for the connection between the RET Antenna Control unit and the Node B Element Manager

The new Node B internal interface Iuant between the implementation specific O&M transport and the new RET Antenna Control unit should be specified in a new TS 25.4xx as stated in Note 5 of figure 9 according to the agreed requirements in TR 25.802 v0.2.0.

<<<<<<<<<<<<<<<< Extract from TS 25.401 v6.1.0 >>>>>>>>>>>>>>>>>

10
UTRAN O&M Requirements

10.1
O&M of Node B

The O&M of Node B is separated in two parts: the O&M linked to the actual implementation of Node B, denoted as Implementation Specific O&M, and the O&M which impacts on the traffic carrying resources in Node B controlled from the RNC, denoted logical O&M. The RNS architecture with the O&M interfaces is shown in figure 9.
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Figure 9: RNS architecture with O&M interfaces

NOTE 1:
The concept of an interface from the RNC to the management system is shown for clarity only. It's definition is outside the scope of 3GPP-TSG-RAN-WG3.

NOTE 2:
The presentation of the O&M functions within the management system is shown for clarity only. Their actual implementation is outside the scope of 3GPP-TSG-RAN-WG3.

NOTE 3:
The standardisation of the Implementation Specific O&M is outside the scope of 3GPP-TSG-RAN-WG3. The 3GPP-TSG-RAN-WG3 should only address the bearer for the Implementation Specific O&M.

NOTE 4:
The figure shows only logical connections and does not intend to mandate any physical interfaces.

NOTE 5:
The Iuant interface to the control unit of the RET antenna is specified in [<TBD>]. The implementation specific O&M function of the Node B is used to translate the control signalling into the “RET Antenna Control” function of the Node B.

10.1.1
Implementation Specific O&M

The Implementation Specific O&M functions are heavily dependent on the implementation of Node B, both for its hardware components and for the management of the software components. It needs therefore to be implementation dependent, and be performed between Node B and the management system.

An Implementation Specific O&M function is needed for the RET antenna control to translate the control signalling from the Node B Element Manager into the control commands of the Iuant interface specified in [<TBD>].

One solution for the transport of Implementation Specific O&M is to route from Node B to the management system via the RNC. In this case, the Implementation Specific O&M interface and Iub interface share the same physical bearer, and [4] specifies the routing function and the transport bearer for this scenario. The deployment of the routing across the RNC in the UTRAN is optional. Where signalling between co-located equipment and its management system is required, this may be carried over the same bearer as Implementation Specific O&M.

10.1.2
Logical O&M

Logical O&M is the signalling associated with the control of logical resources (channels, cells,…) owned by the RNC but physically implemented in the Node B. The RNC controls these logical resources. A number of O&M procedures physically implemented in Node B impact on the logical resources and therefore require an information exchange between RNC and Node B. All messages needed to support this information exchange are classified as Logical O&M forming an integral part of NBAP.

<<<<<<<<<<<<<<<< Extract from TS 25.401 v6.1.0 >>>>>>>>>>>>>>>>>

6.2
Interface Aspects

6.2.1 General

For the control of RET antennas a standard data interface between the Node B Implementation Specific O&M function and the Node B RET Antenna Control function according to TS 25.401 [x] is defined by means of which functional parameters of the device can be remotely controlled. This Iuant interface for the RET antenna control is based on a three-layer protocol model. The three-layer model is a compact form of the OSI seven-layer reference model and includes only layers 1, 2 and 7:

· The Physical Layer (Layer 1) defines the signalling levels, basic data characteristics including baud rate and the preferred input connector

· The Signalling Transport (Layer 2) is based on a custom subset of the HDLC standard as defined in [2]

· The RET Control Application Part (Layer 7) defines the data payload format and the required command set

The advantage of this compact model for the control interface is that it provides an efficient protocol stack suitable for implementation on a single embedded micro-controller.

6.2.2 Physical Layer

There are two layer 1 options:

· A screened multicore cable, which supports a conventional RS485 serial multi-drop bus

· A connection to a RET control unit by way of a coaxial cable which is shared with DC supply and RF signals

Both layer 1 options support the connection of two-way serial data and DC power to the RET antenna device.

The default data rate for both layer 1 options shall be 9.6kbps. Higher data rates of 38.4kbps and 115.2kbps may optionally be supported. The operating data rate on a bus is established using the procedure described in <TBD
>

The format of the data shall be:

8 data bits

No parity

1 start bit

NRZ-L encoding

1 stop bit

6.2.2.1 RS485 Serial Data Bus

The data bus shall be a two wire bi-directional multi-drop configuration conforming to [3].

6.2.2.2 Coaxial Interface: modem characteristics

6.2.2.2.1 Interference with Existing Systems

The modem must not interfere with existing communications in BTS systems, so a unique carrier frequency for each different communication channel on a common feeder cable is necessary. Each carrier should capable of supporting separate logical channels, each of which can support a separate RS485 bus.

The modem circuit must be capable of managing its transmitting characteristic according to section 6.2.2.2.5 and providing filtering for its receiver according section 6.2.2.2.6.

The following frequency (referred to as fo in Figure 6 - 1) should be used for this application:




2.176 MHz +/- 100ppm 

6.2.2.2.2 Recovery Time

Due to hardware limitations a minimum recovery time must be allowed between transmitting and receiving messages on the bus. For this reason a minimum permitted response time is specified in section 6.2.3.10.

6.2.2.2.3 Impedance

The modem transceiver shall provide constant impedance in both transmitting and receiving modes:

· Nominal impedance Z0: 50 (
· Return loss at nominal carrier frequency >6dB
6.2.2.2.4 Modulation

On-off-keying: 
Logical 1: Carrier OFF
Logical 0: Carrier ON

6.2.2.2.5 Modulator Characteristics

6.2.2.2.5.1 Levels

ON-Level:
+3 dBm ( 2 dB



OFF-Level:
( -40 dBm

6.2.2.2.5.2 Spurious Emissions

Spurious emissions shall not exceed the mask shown in Figure 6 - 1. Intermediate values may be obtained by linear interpolation between the points shown. In addition, out-of-band emissions must conform to the requirements in [4].

[image: image2.wmf] 

IP

 

AAL5

 

ATM

 

PHY

 

PHY

 

IP

 

AAL5

 

ATM

 

PHY

 

Implementation

 

Specific 

 

O&M

 

RNC

 

Node

 

B

 

HDLC

 

HDLC

 

RET 

 

Antenna 

 

Control 

 

Unit

 

RETAP

 

RETAP

 

Data 

 

Link

 

Layer

 

RS485 /

 

Coaxial Cable

 

RS485 /

 

Coaxial Cable

 

IP

 

AAL5

 

ATM

 

PHY

 

PHY

 

IP

 

AAL5

 

ATM

 

PHY

 

Implementation

 

Specific 

 

O&M

 

RNC

 

Node

 

B

 

HDLC

 

HDLC

 

RET 

 

Antenna 

 

Control 

 

Unit

 

RETAP

 

RETAP

 

Data 

 

Link

 

Layer

 

RS485 /

 

Coaxial Cable

 

RS485 /

 

Coax

ial Cable

 

Figure 6 - 1: Spectrum mask for modems
6.2.2.2.6 Demodulator Characteristics

The demodulator characteristics have been defined on the assumption of a minimum separation of 2MHz for adjacent carriers on the same coaxial cable. This must be taken into consideration when choosing the operating frequency f0.

6.2.2.2.6.1 Threshold

Threshold: -15 dBm ( 3 dB

6.2.2.2.7 

6.2.2.2.8 Duty Cycle Variation

In order to guarantee proper transmission of data bits through the processes of modulation and demodulation, the duty cycle of the received binary data stream may not vary too much from that of the transmitted duty cycle. Specifically the following limit must be met:

(DCSYSTEM = |DCRX – DCTX| ( 10%

Where: 
(DCSYSTEM is the difference between the duty cycles of the transmitted and received bit streams,


DCTX = Duty cycle for the input bit stream, and


DCRX = Duty cycle for the output bit stream.
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Duty cycle for bit stream = tBS/T; duty cycle for OOK = TOOK/T

Figure 6 - 2: Duty cycles of the bit stream and OOK modulated subcarrier
For transmission through a coaxial cable, two converters are required, one from a bit stream to OOK (modulator) and one from OOK back to a bit stream (demodulator), so for each converter half of the total duty cycle tolerance is available.

For an input bit stream with a duty ratio of 50%, the cascaded modulator and demodulator must provide an output bit stream with a duty ratio within the limits 40% – 60%, measured in each case at 0.5 times peak amplitude (see Figure 6 - 2).

6.2.3 Signalling Transport

The data link layer is based on a subset of the standardised ISO HDLC which conforms to the requirements in [2].

6.2.3.1 HDLC Format

6.2.3.1.1 Operating Mode

The operating mode shall be normal response mode (NRM) with two way alternate (TWA) communication. This mode requires that the primary device as a master is always in control of the bus and the secondary device only answers frames sent by the master. The secondary device cannot send any frame independently. The primary device is the Node B Implementation Specific O&M function whereas the secondary device is the Node B RET Antenna function often physically located at the top of the antenna mast.
The channel state shall be start/stop transmission.

6.2.3.1.2 Control octet transparency

Control octet transparency shall be implemented in accordance with Paragraph 4.3.2.2 in [2]. This requirement applies to all frame types.

6.2.3.2 Frame Checking Sequence Field

The Frame Checking Sequence Field (FCS) shall be calculated in accordance with [2] on all bytes following the start flag up to, but not including, the CRC field.

6.2.3.3 HDLC Command Sub-set

The protocol shall support the following HDLC commands, which are based upon the TWA, UNC (no options) commands list provided in Annex D of [2].

	Commands 
(Primary Device)
	
	Responses

(Secondary Device)

	Frame type I
	
	Frame type I

	Frame type RR
	
	Frame type RR

	Frame type SNRM
	
	Frame type UA

	Frame type DISC
	
	Frame type DM

	Frame type XID
	
	Frame type RNR

	
	
	Frame type FRMR (optional)


Table 6 - 1: Frame types used for the transport layer

The I-frame and INFO-field formats for both primary and secondary devices shall be as illustrated in Figure 6 - 3. INFO-fields are only used with I-frames.

The Frame Control Field shall be formatted in accordance with Paragraph 5.3.1, Table 3 in [2].
HDLC-Frame:
	Flag 8bit
	ADR

8bit
	Control

8bit
	INFO

N x 8bit
	CRC

2 x 8bit
	Flag

8bit

	0x7E
	Device Address
	Control bits
	Variable length

(must support a maximum 

length of at least 74 bytes)
	CRC1

low

byte
	CRC2

high

byte
	0x7E
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	3GPP Release
	Command ID
	Number of data bytes
	Data bytes

	Release-ID
	1 byte
	low byte
	high byte
	Variable length

(must support a maximum

length of at least 70 bytes)


.

Figure 6 - 3: Format of the I-Frame and INFO Field

Devices shall support the following data length:

· Mandatory:
0  (  data bytes  ( 70

· Optional:
0  (  data bytes  < 65,535 bytes

To allow for the use of frames longer and window sizes larger than the default sizes the following transport layer XID-frame may be sent by the primary device to determine the maximum information field length and window size supported by a secondary device. (Refer also to Paragraph 5.5.3 in [2].)

XID Frame from primary device:

	Field
	Content
	Description

	ADDR
	#
	Device address

	CTRL
	#XID
	Command

	FI
	0x81
	Format identifier

	GI
	0x80
	HDLC Parameters set

	GL
	1
	Length of the parameter field (PI)

	PI
	5
	Maximum I Field length Transmit

	PL
	Ntx
	Length of the PV field (bytes)

	PV
	Value
	Maximum I Field length Transmit

	PI
	6
	Maximum I Field length Receive

	PL
	Nrx
	Length of the bytes value

	PV
	Value
	Maximum I Field length Receive

	PI
	7
	Maximum window size Transmit

	PL
	N
	Length of the PV field

	PV
	Value
	Maximum window size Transmit

	PI
	8
	Maximum window size Receive

	PL
	N
	Length of the window size

	PV
	Value
	Maximum window size Receive


Table 6 - 2: XID Frame from primary device
Response from secondary device:

The secondary device checks to see if it can support the values provided in the command. If the secondary device can support the values then it replies with the same value. If the secondary device can not support these values then it replies with the maximum values that can be supported:

	Field
	Content
	Description

	ADDR
	#
	Device address

	CTRL
	UA
	Command

	FI
	0x81
	Format identifier

	GI
	0x80
	HDLC Parameters set

	GL
	Length
	Length of the PI field

	PI
	5
	Maximum I field length Transmit

	PL
	Ntx
	Length of the PV field (bytes)

	PV
	Value
	Maximum I field length Transmit

	PI
	6
	Maximum I field length Receive

	PL
	 Nrx
	Length of the PV field (bytes)

	PV
	Value
	Maximum I field length Receive

	PI
	7
	Maximum window size Transmit

	PL
	N
	Length of the PV field (bytes)

	PV
	Value
	Maximum I field length Transmit

	PI
	8
	Maximum window size Receive

	PL
	N
	Length of the PV field (bytes)

	PV
	Value
	Maximum window size Receive


Table 6 - 3: XID Frame from primary device

If the secondary device does not provide a valid response, then the default frame length and window size are to be used.

The Release-ID shall be used to identify the 3GPP Release of the RET Application Part supported by the secondary device.

6.2.3.4 HDLC Address

The HDLC address shall be stored in non-volatile memory and restored on power-up. The secondary device compares its own address with the Address field of the received frames from the bus. If the addresses are equal the frame is accepted and will be processed. 

There is no response from secondary devices to broadcast addresses.

Two addresses are reserved for device management, these are:

· Address 0x00
Address 0x00 is the initial state during installation. It is recommended that all devices be assigned this address by the manufacturer prior to shipment to the customer unless otherwise agreed by prior arrangement.

· Address 0xFF
Address 0xFF is a broadcast address. All devices connected shall process commands received via a broadcast.

6.2.3.4.1 Address configuration

Before communication can be established on a bus it is necessary to configure the addresses of the devices connected to it. Address assignment is mediated by the use of an XID frame carrying data fields as specified in Paragraph 5.5.3 of [2].

6.2.3.4.1.1 Address Assignment Command

The format of the XID frame originated by the primary device shall be as follows:

	Field
	Content
	Description

	ADDR
	0xFF
	Broadcast

	CTRL
	XID
	Command

	FI
	0x81
	Format identifier

	GI
	0xF0
	User defined parameter set

	GL
	n+5
	Length of parameter field

	PI
	1
	Parameter id 1 = unique id

	PL
	n
	Length of PV field in bytes

	PV
	unique ID
	Vendor id/serial number (n bytes)

	PI
	2
	Parameter id 2 = address

	PL
	1
	Length of PV field in bytes

	PV
	1 ​– 254
	Assigned address


Table 6 - 4: Format of the XID frame originated by the primary device

6.2.3.4.1.2 Address Assignment Response

The secondary device verifies FI, GI, GL and PI, PL for the two parameters. It then checks the first PV to see if it contains its own unique ID. If so it changes its address to the one supplied in the second PV. It then responds with a UA frame transmitted from its new address.

	Field
	Content
	Description

	ADDR
	#
	Device address

	CTRL
	UA
	Command


Table 6 - 5: Format of Address Assignment Response

If the first PV does not match its unique ID, but the secondary device already uses the address specified in the second PV, it changes its address to zero in order to remove itself from the bus. This prevents a situation in which two devices have the same address. It may be noted that this mechanism may be used to reset a device’s HDLC address to zero if it is to be removed from the bus.

If neither the first PV nor the second PV matches, the secondary device does nothing.

After the assignment of its address a secondary remains in the disconnected state.

6.2.3.4.1.3 Device Scan Command

In some situations it may be found that the unique ID of a bus device is unknown or has been inaccurately recorded. This HDLC command exchange is used by the primary device to perform a binary tree scan of the bus, in order to identify all connected devices, and is always carried out at 9.6kbps.

6.2.3.4.1.3.1 Primary Command (XID frame)

	ADDR
	0xFF
	Broadcast

	CTRL
	XID
	Command

	FI
	0x81
	Format identifier

	GI
	0xF0
	User defined parameter set

	GL
	2*n+4
	Length of parameter field

	PI
	1
	Parameter id 1 = unique id

	PL
	n
	Length of PV field in bytes

	PV
	unique id
	Vendor id/serial number (n bytes)

	PI
	3
	Parameter id 3 = bit mask

	PL
	n
	Length of PV field in bytes (same as for PI=1)

	PV
	bit mask
	Bit mask (n bytes)


6.2.3.4.1.3.2 Device Scan Response (UA)

	ADDR
	#
	Device address

	CTRL
	UA
	Command

	FI
	0x81
	Format identifier

	GI
	0xF0
	User defined parameter set

	GL
	n+5
	Length of parameter field

	PI
	1
	Parameter id 1 = unique id

	PL
	n
	Length of PV field in bytes

	PV
	unique id
	Vendor id/serial number (n bytes)

	PI
	2
	Parameter id 2 = address

	PL
	1
	Length of PV field in bytes

	PV
	1 – 254
	Address

	PI
	4
	Parameter id 4 = device type

	PL
	2
	Length of PV field in bytes

	PV
	XX
	Device type


When each secondary device receives the command it masks its unique id with the bit mask and compares the result with the unique id supplied. If they match, the secondary device responds. It is recommended that the response of individual devices is subject to a random delay (within the permitted response time) to aid collision detection at the primary device.

If there is no response, the primary device knows that no secondary had those bits in its unique id, so the tree scan can be truncated at that branch.

If multiple secondary devices respond, the messages may arrive after each other or at the same time. In the first case multiple responses will arrive before the timeout, in the second case the responses might garble each other, unless one secondary device is close enough to overpower the signal from the other(s).

If any response arrives, a single frame, multiple frames or frames with incorrect checksums or framing errors, the primary device must assume that that branch of the tree is inhabited and scan through it.

6.2.3.5 Window Size (minimum)

The minimum window size is 1.

6.2.3.6 Connection Establish

The primary device sends an SNRM-frame to the secondary device. The secondary device responds with a UA-frame, its message buffers are emptied, HDLC sequence numbers are re-set and it enters the connected state. After the primary device receives the UA-frame, the corresponding secondary device is administered as connected.

6.2.3.7 Disconnect

The primary device sends a DISC-frame to the secondary device. The secondary device responds with a UA-frame and enters the disconnected state. After the primary device receives the UA-frame, the corresponding secondary device is administered as disconnected.

If the secondary device is in disconnected mode, it shall respond as defined in Para 5.2.2.1 of [2].

6.2.3.8 Polling

Before any secondary device can be polled, it must first be placed in the connected state.

On reception of a frame with correct FCS and matching address and with the poll-bit set, the secondary device is required to transmit frames on the bus within the times defined in section 6.2.3.10
If the secondary device has an I-frame to transmit it shall do so. If it does not have an I-frame to transmit it shall respond with either an RR or RNR frame. If it is unable to receive I-frames, for instance because it has run out of empty buffers, it shall respond with RNR. Otherwise it shall respond with RR (see also Appendix B in [2])

This polling procedure provides the application part of the protocol with a full-duplex link, allowing the application part to spontaneously transmit messages, such as alarm messages.

If the secondary device does not receive a poll within 3 minutes of the previous poll, it may optionally perform a reset.

In the event that the primary device receives no responses from a secondary device, it is recommended that it signals loss of connection to its master.
6.2.3.9 Information

Before any secondary device can be required to send or receive an I-frame, it must first be placed in the connected state. One I-frame is used for one message, so fragmentation is not required. If the primary device sends a command to the secondary device, one I-frame is generated and sent. The secondary device can respond with any valid HDLC response belonging to the subset of RET control commands.

6.2.3.10 Message Timing

A minimum of 3ms must elapse between transmitting and receiving messages on a bus.

The primary device should receive a complete response frame within 10ms plus the time taken for the transmission of 100 bytes from the time the final flag byte is transmitted. The secondary device should start to transmit a response within 10ms. The time occupied by the transmission of 100 bytes allows time-outs to include transmission time, with 10ms allowed for processing.

6.2.3.11 Frame Error Rate

The number of frames detected with incorrect checksums shall be less than 1 frame in 5000 frames.

6.2.4 RET Control Application Part

6.2.4.1 Command Format

Apart from address configuration, which uses the XID frame, commands to devices are transmitted within the HDLC INFO-field. The general format for all commands is the following:

	Command
	Number of data bytes
	Data bytes

	1 byte
	2 bytes
	max 70 bytes (basic implementation)


6.2.4.2 Response Format and Return Codes

All responses from devices are transmitted in the HDLC INFO field. The general format for all responses is the following:

	Command
	Number of data bytes
	Data bytes

	1 byte
	2 bytes
	max 70 bytes (basic implementation)


The maximum time for all responses shall be 1 second unless specified in the individual command. Tilt setting, calibration and self test will typically require a longer period for completion of the command.

One or more return codes are transmitted in the data bytes.

A complete annotated table of all available return codes with their corresponding hexadecimal numbers is provided in Annex B of this TR.
6.3
Functions of Interface

Editor's note: This subsection should capture issues regarding the functions of the interface 

6.4
Protocol Structure

The protocol structure of the Iuant Interface described in section 6.1 of this TR is shown in figure Figure 6 - 4 and Figure 6 - 5 for both Implementation Specific O&M Transport options. The protocol stack consists of the two layer 1 options RS485 and coaxial cable as described in section 6.2.2, the signalling transport based on a subset of HDLC according to section 6.2.3 and the RET Control AP which is defined in section <TBD> of this TR.
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Figure 6 - 4: Protocol structure for Implementation Specific O&M with ATM-Transport option


Figure 6 - 5: Protocol structure for Implementation Specific O&M with IP-Transport option

6.5
Application Protocol signalling procedures

Editor's note: This subsection should capture issues regarding the Application Protocol signalling
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Annex B:
Return Codes for Secondary Devices

	Code
	Meaning
	

	0x00
	OK
	Normal response

	0x01
	Actuator Detection Fail
	Signals from the actuator are detected but are abnormal, for example due to failed calibration.

	0x02
	Actuator Jam Permanent
	Actuator cannot be moved

	0x03
	Actuator Jam Temporary
	Actuator jam has been detected. No movement was detected in response to the normal stimulus.

	0x04
	Block Number Sequence Error
	Used in combination with software download; block number sequence is wrong.

	0x05
	Busy
	The device is busy and cannot respond until an activity is complete.

	0x06
	Checksum Error
	Used in combination with software download; checksum incorrect.

	0x07
	Command Sequence Error
	Used in combination with software download; command sequence is not permitted, eg a SetTilt command is received during software update sequence.

	0x08
	Data Error
	RET AP data fault, e.g. length of data is inconsistent with length fields.

	0x09
	Device Disabled
	Device is in logical Disabled state and cannot execute Set commands.

	0x0A
	EEPROM Error
	EEPROM error detected

	0x0B
	Fail
	Abnormal response. Indicates that a command has not been executed.

	0x0C
	Flash Erase Error
	Used in combination with software download. indicates error when erasing flash memory.

	0x0D
	Flash Error 
	Used in combination with software download. indicates error when writing to flash memory.

	0X0E
	Not Calibrated
	The device has not completed a calibration operation, or calibration has been lost.

	0x0F
	Not Scaled
	No setup table has been stored in the device.

	0x11
	Other Hardware Error
	Any hardware error which cannot be classified.

	0x12
	Other Software Error
	Any software error which cannot be classified.

	0x13
	Out of Range
	Value specified by a Set Tilt command is not supported by the device.

	0x14
	Position Lost
	RET controller is unable to return a correct position value, for example there was a power failure while a SetTilt command was being executed.

	0x15
	RAM Error 
	An error was detected in reading data to/from RAM

	0x16
	Segment Number Sequence Error
	Used in combination with software download; block sequence number is wrong.

	0x17
	UART Error
	Hardware specific. This error may be sent after recovery from a temporary error which has prevented the sending or receiving of data.

	0x19
	Unknown Command 
	Received command is not defined in the version of AISG1 transmitted in the frame header, or the device has received a vendor-specific command with a vendor ID different from its own.
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