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1. 
Introduction
At RAN3#39 Vodafone presented a proposal for “Input on Interface Aspects and Protocol Structure for Study Area of TR 25.802 on RET Control”, Tdoc R3-031821 [1]. RAN3 was tasked to review the document and provide comments to RAN3#40. This contribution contains Ericsson’s comments on the proposal.

Ericsson think that the RET antennas are a vital component of a well-functioning RAN and therefore welcome the initiative to standardize the control interface of RETs within 3GPP. We also agree with that the standardized interface shall be as close as possible to what is on the market today, with the Itf-N amendment based on current available Itf-N realizations, and the Iu-ant interface based on widely deployed solutions and related new standards. 

2. 
Discussion
2.1 
General comments
The document proposes a communication path for control messages and responses, between Itf-N and the RET. The proposal is based on two benefits:

1. The standardized communication on Itf-N allows for network wide control of RET in a common way.

2. The standardized communication on Iu-ant allows for the operator to chose among a wide range of RET vendors, with complete interoperability.

It is our view that the two items shall be handled separately, since:

· They are independent of each other. A network wide control of RET depends only on the Itf-N standardization and not how the desired RET angle is conveyed through the network. Correspondingly, the RET interoperability depends only on the standardization of Iu-ant.

· A separation will speed up the availability of products since the standardization will go quicker, and especially since RET interoperability is only dependent on the RBS availability, and the network-wide control is only dependent on the SNM availability.

2.2 Comments on the interface for Iu-ant

The interface to the RET unit must be complete, including all commands. This is necessary to get real benefit from the standard, and to be able to prepare the Node B SW.

The device scan procedure is incomplete and unnecessary:

· It is incomplete in three major areas:

i. The most important piece of information in the site configuration is not retrieved in the device scan, namely the sector the RET is working in. Therefore, the automatic identification is useless.

ii. The usage of Unique ID and Bit Mask is undefined, especially with varying length.

iii. The algorithm is very slow and not optimized for the possible configurations.

· It is unnecessary:

i. If we have one interface per RET, the RET can use a default address.

ii. If we have one interface for a complete site (multiple RETs on the same interface), the operator anyway need to note what RETs are available (Unique ID and cell), and can use the Address Assignment command.

Ericsson doubt that the coaxial communication method proposed is capable of 115.2 kbps. Since the main application of the RET communication will use two-wire interface and since the coaxial communication method standardisation will have to consider many different configurations such as feeder sharing and many legacy HW implementations, we propose to exclude coaxial communication (in general) from the standard at the stage.

2.3 Requirements for the interface Iu-ant

Below is a list of requirements, which we believe are necessary for the Iu-ant to fulfil to ensure a good interface in sense of reliability, scalability and functionality growth. 

1. 115.2 kbps line bit rate

2. Two-wire interface, based on RS485 electrical layer

3. HDLC with control byte transparency

4. HW reset on layer 1+

5. Separation of physical and functional view

6. Link-oriented communication

7. Complete command set specified, for control and for link management

Comments on each requirement:

115.2 kbps:

To be able to share the same interface for multiple units/applications the interface must support a bit rate of 115.2kbps. To be able to utilize the bit rate, all units must support it. 

Two-wire interface, based on RS485 electrical layer:

The two-wire proposal from TR 25.802 is supported, except for the requirement due to the reset capabilities, see below.

HDLC with control byte transparency:

The layer 2 from TR 25.802 is supported.

HW reset on layer 1+:

A special bit sequence shall be possible to use to reset a RET, even when the SW in the RET is faulty. To ensure a proper operation of the reset, the RET must not have the same drive capability as the Node B, not to block the lines.

Separation of physical and functional view:

The HDLC address shall be used to address a specific RET control unit. The RET control unit may control more than one RET motor. Therefore, the logical model must separate the physical unit (controller addressed by means of HDLC address) and the functional part (RET motor(s)).

Link-oriented communication:

The interface must support multiple sessions in parallel, e.g. one logical link controlling the physical unit and one logical link per functional part. 

Complete command set specified:

To ensure interoperability, the complete command set shall be specified, including managing the link, management of the RET controller, and control of the functionality.

3 
Proposal
Based on the description in chapter 2, the following is proposed to be included or changed in ref. [1]:
/* Unchanged text has been omitted */
5
Requirements

5.1
General

· Specification of open interfaces between RET and Node B to ensure multi-vendor operability with a mix of antennas and Node Bs from different vendors 

· Support of error and alarm handling

· Align with already existing solutions as much as possible

· Control of downtilt settings and variations remotely both from Network Management system and locally from the Node B

5.2
UTRAN Architecture

· Minimise impact on existing UTRAN architecture and network/element management architecture
5.3
Protocols

· Interface protocols terminate at Node B and RET antenna

· Protocol Stack needs to be standardised

· Efficient protocol means shall be provided to enable the simultaneous control of several RET antennas

· Transport protocol stack of the RET antenna control interface shall be future-proof in terms of availability, compatibility, performance, capacity and addressing capabilities, allowing the same transport protocol stack to be used for other controlling purposes than RET antenna control.

· Interface protocols and application of Iu-ant shall be terminated at Node B and RET antenna.

· Application layer of RET functional control needs to be standardized.

· Application layer of RET controller management needs to be standardized.

5.4
Network wide Control of RET Antennas

· Centralised and network wide remote control of RET antennas with downtilt settings and variations of the downtilt

· Downtilt variations should be controllable from NMS in such a way that downtilt profiles for certain areas can be managed directly by the Node B Element Manager or automatic downtilt adjustments are possible by the network manager according to predefined traffic requirements and/or according to a scheduling provided by a higher level application (e.g. network optimisation)

· It shall be possible for the RET antenna control related signalling to use the UTRAN implementation specific O&M transport between Node B and the Management Platform.

· The Itf-N amendment for network wide remote control of RET antennas shall be independent of the Iu-Ant implementation.
6
Study Areas

6.1
UTRAN Architecture Aspects

According to the agreed requirements in section 5 the impact on existing UTRAN architecture and network/element management architecture has to be minimised. For this reason the RET Antenna Control unit, which is often physically situated at the antenna premises, could be placed logically into the Node B as shown in figure 9 of the extract of TS 25.401 v6.1.0 below. As benefit of this solution no new UTRAN element and no new UTRAN element manager is needed, and the existing implementation specific O&M transport can be used for the connection between the RET Antenna Control unit and the Node B Element Manager

The new Node B internal interface Iuant between the implementation specific O&M transport and the new RET Antenna Control unit should be specified in a new TS 25.4xx as stated in Note 5 of figure 9 according to the agreed requirements in section 5.

<<<<<<<<<<<<<<<< Extract from TS 25.401 v6.1.0 >>>>>>>>>>>>>>>>>

10
UTRAN O&M Requirements

10.1
O&M of Node B

The O&M of Node B is separated in two parts: the O&M linked to the actual implementation of Node B, denoted as Implementation Specific O&M, and the O&M which impacts on the traffic carrying resources in Node B controlled from the RNC, denoted logical O&M. The RNS architecture with the O&M interfaces is shown in figure 9.
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Figure 9: RNS architecture with O&M interfaces

NOTE 1:
The concept of an interface from the RNC to the management system is shown for clarity only. Its definition is outside the scope of 3GPP-TSG-RAN-WG3.

NOTE 2:
The presentation of the O&M functions within the management system is shown for clarity only. Their actual implementation is outside the scope of 3GPP-TSG-RAN-WG3.

NOTE 3:
The standardisation of the Implementation Specific O&M is outside the scope of 3GPP-TSG-RAN-WG3. The 3GPP-TSG-RAN-WG3 should only address the bearer for the Implementation Specific O&M.

NOTE 4:
The figure shows only logical connections and does not intend to mandate any physical interfaces.

NOTE 5:
The Iuant interface to the control unit of the RET antenna is specified in [<TBD>]. The implementation specific O&M function of the Node B is used to translate the control signalling into the “RET Antenna Control” function of the Node B.

10.1.1
Implementation Specific O&M

The Implementation Specific O&M functions are heavily dependent on the implementation of Node B, both for its hardware components and for the management of the software components. It needs therefore to be implementation dependent, and be performed between Node B and the management system.

An Implementation Specific O&M function is needed for the RET antenna control to translate the control signalling from the Node B Element Manager into the control commands of the Iuant interface specified in [<TBD>].

One solution for the transport of Implementation Specific O&M is to route from Node B to the management system via the RNC. In this case, the Implementation Specific O&M interface and Iub interface share the same physical bearer, and [4] specifies the routing function and the transport bearer for this scenario. The deployment of the routing across the RNC in the UTRAN is optional. Where signalling between co-located equipment and its management system is required, this may be carried over the same bearer as Implementation Specific O&M.

10.1.2
Logical O&M

Logical O&M is the signalling associated with the control of logical resources (channels, cells,…) owned by the RNC but physically implemented in the Node B. The RNC controls these logical resources. A number of O&M procedures physically implemented in Node B impact on the logical resources and therefore require an information exchange between RNC and Node B. All messages needed to support this information exchange are classified as Logical O&M forming an integral part of NBAP.

<<<<<<<<<<<<<<<< Extract from TS 25.401 v6.1.0 >>>>>>>>>>>>>>>>>

6.2
Interface Aspects

6.2.1 General

For the control of RET antennas a standard data interface is defined by means of which functional parameters of the device can be remotely controlled. The interface for the RET antenna control is based on a three-layer protocol model. The three-layer model is a compact form of the OSI seven-layer reference model and includes only layers 1, 2 and 7:

· The Physical Layer (Layer 1) defines the signalling levels, basic data characteristics including baud rate and the preferred input connector

· The Signalling Transport (Layer 2) is based on a custom subset of the HDLC standard as defined in [2]

· The RET Control Application Part (Layer 7) defines the data payload format and the required command set

The advantage of this compact model for the control interface is that it provides an efficient protocol stack suitable for implementation on a single embedded micro-controller.

6.2.2 Physical Layer

There are two layer 1 options:

· A screened multicore cable, which supports a conventional RS485 serial multi-drop bus

· 
Both layer 1 options support the connection of two-way serial data and DC power to the RET antenna device.


The data rate shall be 115.2 kbps.
The format of the data shall be:

8 data bits

No parity

1 start bit

NRZ-L encoding

1 stop bit

6.2.2.1 RS485 Serial Data Bus

The data bus shall be a two wire bi-directional multi-drop configuration conforming to [3]. The drive performance of a RET shall be reduced compared to [3] to ensure a secure RESET of the RET.
6.2.2.2 Reset

Upon reception of the bit sequence <TBD>, the RET shall reset.
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6.2.3 Signalling Transport

The data link layer is based on a subset of HDLC which conforms to the requirements in [2].

6.2.3.1 HDLC Format

6.2.3.1.1 Operating Mode

The operating mode shall be normal response mode (NRM) with two way alternate (TWA) communication. This mode requires that the primary station is always in control of the bus and the secondary station only answers frames sent by the master. The secondary station cannot send any frame independently.

The channel state shall be start/stop transmission.

6.2.3.1.2 Control octet transparency

Control octet transparency shall be implemented in accordance with Paragraph 4.3.2.2 in [2]. This requirement applies to all frame types.

6.2.3.2 Frame Checking Sequence Field

The Frame Checking Sequence Field (FCS) shall be calculated in accordance with [2] on all bytes following the start flag up to, but not including, the CRC field.

6.2.3.3 HDLC Command Sub-set

The protocol shall support the following HDLC commands, which are based upon the TWA, UNC (no options) commands list provided in Annex D of [2].

	Commands 
(Primary Station)
	
	Responses

(Secondary Station)

	Frame type I
	
	Frame type I

	Frame type RR
	
	Frame type RR

	Frame type SNRM
	
	Frame type UA

	Frame type DISC
	
	Frame type DM

	Frame type XID
	
	Frame type RNR

	
	
	Frame type FRMR (optional)


Table 6 - 1: Frame types used for the transport layer

The I-frame and INFO-field formats for both primary and secondary stations shall be as illustrated in Figure 6 - 3. INFO-fields are only used with I-frames.

The Frame Control Field shall be formatted in accordance with Paragraph 5.3.1, Table 3 in [2].
HDLC-Frame:
	Flag 8bit
	ADR

8bit
	Control

8bit
	INFO

N x 8bit
	CRC

2 x 8bit
	Flag

8bit

	0x7E
	Device Address
	Control bits
	Variable length

(must support a maximum 

length of at least 74 bytes)
	CRC1

low

byte
	CRC2

high

byte
	0x7E



	3GPP Release
	Command ID
	Number of data bytes
	Data bytes

	Release-ID
	1 byte
	low byte
	high byte
	Variable length

(must support a maximum

length of at least 70 bytes)


.

Figure 6 - 3: Format of the I-Frame and INFO Field

Devices shall support the following data length:

· Mandatory:
0  (  data bytes  ( 70

· Optional:
0  (  data bytes  < 65,535 bytes

To allow for the use of frames longer and window sizes larger than the default sizes the following transport layer XID-frame may be sent by the primary device to determine the maximum information field length and window size supported by a secondary device. (Refer also to Paragraph 5.5.3 in [2].)

XID Frame from primary device:

	Field
	Content
	Description

	ADDR
	#
	Device address

	CTRL
	#XID
	Command

	FI
	0x81
	Format identifier

	GI
	0x80
	HDLC Parameters set

	GL
	1
	Length of the parameter field (PI)

	PI
	5
	Maximum I Field length Transmit

	PL
	Ntx
	Length of the PV field (bytes)

	PV
	Value
	Maximum I Field length Transmit

	PI
	6
	Maximum I Field length Receive

	PL
	Nrx
	Length of the bytes value

	PV
	Value
	Maximum I Field length Receive

	PI
	7
	Maximum window size Transmit

	PL
	N
	Length of the PV field

	PV
	Value
	Maximum window size Transmit

	PI
	8
	Maximum window size Receive

	PL
	N
	Length of the window size

	PV
	Value
	Maximum window size Receive


Table 6 - 2: XID Frame from primary device
Response from secondary device:

The secondary device checks to see if it can support the values provided in the command. If the secondary device can support the values then it replies with the same value. If the secondary device can not support these values then it replies with the maximum values that can be supported:

	Field
	Content
	Description

	ADDR
	#
	Device address

	CTRL
	UA
	Command

	FI
	0x81
	Format identifier

	GI
	0x80
	HDLC Parameters set

	GL
	Length
	Length of the PI field

	PI
	5
	Maximum I field length Transmit

	PL
	Ntx
	Length of the PV field (bytes)

	PV
	Value
	Maximum I field length Transmit

	PI
	6
	Maximum I field length Receive

	PL
	 Nrx
	Length of the PV field (bytes)

	PV
	Value
	Maximum I field length Receive

	PI
	7
	Maximum window size Transmit

	PL
	N
	Length of the PV field (bytes)

	PV
	Value
	Maximum I field length Transmit

	PI
	8
	Maximum window size Receive

	PL
	N
	Length of the PV field (bytes)

	PV
	Value
	Maximum window size Receive


Table 6 - 3: XID Frame from primary device

If the secondary device does not provide a valid response, then the default frame length and window size are to be used.

The Release-ID shall be used to identify the 3GPP Release of the RET Application Part supported by the secondary device.

6.2.3.4 HDLC Address

The HDLC address shall be stored in non-volatile memory and restored on power-up. The secondary device compares its own address with the Address field of the received frames from the bus. If the addresses are equal the frame is accepted and will be processed. 

There is no response from secondary devices to broadcast addresses.

Two addresses are reserved for device management, these are:

· Address 0x00
Address 0x00 is the initial state during installation. It is recommended that all devices be assigned this address by the manufacturer prior to shipment to the customer unless otherwise agreed by prior arrangement.

· Address 0xFF
Address 0xFF is a broadcast address. All devices connected shall process commands received via a broadcast.

6.2.3.4.1 Address configuration

Before communication can be established on a bus it is necessary to configure the addresses of the devices connected to it. Address assignment is mediated by the use of an XID frame carrying data fields as specified in Paragraph 5.5.3 of [2].

6.2.3.4.1.1 Address Assignment Command

The format of the XID frame originated by the primary device shall be as follows:

	Field
	Content
	Description

	ADDR
	0xFF
	Broadcast

	CTRL
	XID
	Command

	FI
	0x81
	Format identifier

	GI
	0xF0
	User defined parameter set

	GL
	n+5
	Length of parameter field

	PI
	1
	Parameter id 1 = unique id

	PL
	n
	Length of PV field in bytes

	PV
	unique ID
	Vendor id/serial number (n bytes)

	PI
	2
	Parameter id 2 = address

	PL
	1
	Length of PV field in bytes

	PV
	1 ​– 254
	Assigned address


Table 6 - 4: Format of the XID frame originated by the primary device

6.2.3.4.1.2 Address Assignment Response

The secondary device verifies FI, GI, GL and PI, PL for the two parameters. It then checks the first PV to see if it contains its own unique ID. If so it changes its address to the one supplied in the second PV. It then responds with a UA frame transmitted from its new address.

	Field
	Content
	Description

	ADDR
	#
	Device address

	CTRL
	UA
	Command


Table 6 - 5: Format of Address Assignment Response

If the first PV does not match its unique ID, but the secondary device already uses the address specified in the second PV, it changes its address to zero in order to remove itself from the bus. This prevents a situation in which two devices have the same address. It may be noted that this mechanism may be used to reset a device’s HDLC address to zero if it is to be removed from the bus.

If neither the first PV nor the second PV matches, the secondary device does nothing.

After the assignment of its address a secondary remains in the disconnected state.
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6.2.3.5 Window Size (minimum)

The minimum window size is 1.

6.2.3.6 Connection Establish

The primary device sends an SNRM-frame to the secondary device. The secondary device responds with a UA-frame, its message buffers are emptied, HDLC sequence numbers are re-set and it enters the connected state. After the primary device receives the UA-frame, the corresponding secondary device is administered as connected.

6.2.3.7 Disconnect

The primary device sends a DISC-frame to the secondary device. The secondary device responds with a UA-frame and enters the disconnected state. After the primary device receives the UA-frame, the corresponding secondary device is administered as disconnected.

If the secondary device is in disconnected mode, it shall respond as defined in Para 5.2.2.1 of [2].

6.2.3.8 Polling

Before any secondary device can be polled, it must first be placed in the connected state.

On reception of a frame with correct FCS and matching address and with the poll-bit set, the secondary device is required to transmit frames on the bus within the times defined in section 6.2.3.10
If the secondary device has an I-frame to transmit it shall do so. If it does not have an I-frame to transmit it shall respond with either an RR or RNR frame. If it is unable to receive I-frames, for instance because it has run out of empty buffers, it shall respond with RNR. Otherwise it shall respond with RR (see also Appendix B in [2])

This polling procedure provides the application part of the protocol with a full-duplex link, allowing the application part to spontaneously transmit messages, such as alarm messages.

If the secondary device does not receive a poll within 3 minutes of the previous poll, it may optionally perform a reset.

In the event that the primary device receives no responses from a secondary device, it is recommended that it signals loss of connection to its master.
6.2.3.9 Information

Before any secondary device can be required to send or receive an I-frame, it must first be placed in the connected state. One I-frame is used for one message, so fragmentation is not required. If the primary device sends a command to the secondary device, one I-frame is generated and sent. The secondary device can respond with any valid HDLC response belonging to the subset of RET control commands.

6.2.3.10 Message Timing

A minimum of 3ms must elapse between transmitting and receiving messages on a bus.

The primary device should receive a complete response frame within 10ms plus the time taken for the transmission of 100 bytes from the time the final flag byte is transmitted. The secondary device should start to transmit a response within 10ms. The time occupied by the transmission of 100 bytes allows time-outs to include transmission time, with 10ms allowed for processing.

6.2.3.11 Frame Error Rate

The number of frames detected with incorrect checksums shall be less than 1 frame in 5000 frames.

6.2.4 RET Control Application Part

6.2.4.1 Command Format

Apart from address configuration, which uses the XID frame, commands to devices are transmitted within the HDLC INFO-field. The general format for all commands is the following:

	
	
	

	
	
	


	Link ID
	Command
	Number of data bytes
	Data bytes

	5 bytes
	1 byte
	2 bytes
	max 65 bytes (basic implementation)


6.2.4.2 Response Format and Return Codes

All responses from devices are transmitted in the HDLC INFO field. The general format for all responses is the following:

	
	
	

	
	
	


	Link ID
	Command
	Number of data bytes
	Data bytes

	5 bytes
	1 byte
	2 bytes
	max 65 bytes (basic implementation)


The maximum time for all responses shall be 1 second unless specified in the individual command. Tilt setting, calibration and self test will typically require a longer period for completion of the command.

One or more return codes are transmitted in the data bytes.

A complete annotated table of all available return codes with their corresponding hexadecimal numbers is provided in Annex B of this TR.
6.2.4.3 Link handling

Note: This subsection should capture issues regarding the link handling, and the possible coordination between links.

6.2.4.4 Commands

6.2.4.5 Commands related to management of RET control unit

Note: This subsection should include all commands related to the management of the RET control unit

6.2.4.6 Commands related to the control of the RET function

Note: This subsection should include all commands related to the control of the function of a single RET.
/* Unchanged text has been omitted */
4 
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