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1 Purpose

The purpose of this contribution is to compare two main candidate solutions for QoS configurations which both allow to have the same TNL QoS  applied in IP transport for uplink and downlink traffic. 

The first solution is the signalling via RNL of the DSCP, the second solution is the Signalling via RNL of a generic parameter representing the TNL QoS.

Since one of the key differentiator between the two is the inter DS-Domain or inter-operator scenario, this presentation is intentionally focussed on Iur case (Iub case can be deduced by analogy). 

Some basic examples and figures will be used in order to present the concepts and select the better solution. 

2 Background

A change has already been introduced in release 5 to give the Traffic Class IE over Iur so that the DRNC can calculate a TNL QoS for the Iub when IP is used on the Iur: this is figured out on the following drawing:
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In this scenario, even knowing the Traffic Class IE, the DRNC may not select the same TNL QoS for the uplink of Iur than the one selected by the SRNC for the downlink of Iur when IP is used over Iur, even if DRNC desires so. This is true whatever IP or ATM is used over Iub. 

Two solutions were envisaged at last meeting, 

· Solution 1: proposal was made in meeting time to reuse the existing DSCP and perform the appropriate configurations in the nodes. However, DSCP passed via RNL signalling is only considered here as a sensible solution for this.

· Solution 2: the Nortel-Alcatel proposal was presented at RAN3#36 based on a TNL QoS parameter passed over RNSAP to indicate to the DRNC what transport QoS to apply on Iur if DRNC seeks symmetry for uplink (Iub similar).

This first proposal is based on the fact that DSCP is the only IP QoS mechanism that has been specified in IP UTRAN Option, even if the use of other IP QoS mechanism are clearly not precluded.

3 Introduction

Operators may use existing equipment to build their diffserv networks or may share a private IP network. This can result in DSCP usage restriction either because of limitations from the equipment or limitations from shared operation.  As a consequence, it will be often difficult to harmonize DSCP usage between the different networks.

Therefore, without speaking of restrictions, for many reasons, the per hop behaviours in two different DS-networks have little chance to be the same and little chance to be flexible enough to be harmonized via SLA when the two networks are connected.

Therefore two solutions can be foreseen:

· Solution 1: define DSCP mapping tables in all UTRAN nodes for all combinations of possible diffserv domains.

· Solution 2:  define a new harmonized parameter (TNL QoS) to get rid of the restrictions/limitations at an upper level.

The generic scenario is shown in the following simplified picture with basic figures:
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4 Solution 1: Exhaustive DSCP configurations in UTRAN Nodes

The full configuration solution, i.e. without introducing any new IE and reusing DSCP, requires in fact at minimum two types of mapping tables to be stored in every RNC: 

The first type indicates for all the peer RNCs connected via Iur to which Diffserv domain they belong: since the Iur can be potentially far away extended, this table can be huge.

The second type is a translation table between the DSCP codepoint settings of this receiving RNC and the settings of the Diffserv domain to which belongs the originating RNC. This is more or less the same translation table as used between the two Diffserv domains at user plane interface. This translation table may have been agreed at the time when SLA has been made.

However, there will be several tables corresponding to this second type in every RNC: There can be as many such tables stored in every RNC as there are Diffserv domains to address (or at least reachable via Iur).


[image: image3.wmf] 

 

 

 

Ds

-

Dom1

 

range1

-

15

 

RNC 

A

 

ER

 

RNC 

B

 

User Plane

 

Dscp7 <

-

> Dscp3

 

 

 

RNC C

 

ER

 

 

 

 

Ds

-

Dom3 

range1

-

3

 

ER

 

User Plane

 

Dscp7 <

-

> Dscp2

 

 

 

TABLE 1

 

Ds

-

Dom1/DSCP1 

-

> 

DSCP1

 

Ds

-

Dom1/DSCP2 

-

> 

DSCP1

 

.....

 

Ds

-

Dom1/DSCP15 

-

> 

DSCP3

 

I

 

 

 

TABLE 0

 

RNC  A 

–

 Ds

-

Dom1

 

RNC j   

-

 Ds

-

Dom1

 

....

 

RNC B 

–

 Ds

-

Dom2

 

....

 

RNC 1 

–

 DS

-

Domk

 

RNC id 

–

 DS

-

Dom 

k

 

.....

 

RNC New 

–

 DS

-

Domn

 

TABLE2

 

Ds

-

Dom2/DSCP1 

-

> 

DSCP1

 

Ds

-

Dom2/DSCP2 

-

> 

DSCP1

 

……

 

Ds

-

Dom2/DSCP7 

-

> 

DSCP3

 

 

 

 

Ds

-

Dom2

 

range1

-

7

 

RNC 

 

new

 

 

 

 

Ds

-

Dom n

 

range1

-

7

 

New TABLEn

 

Ds

-

Domn/DSCP1 

-

> 

DSCPxx

 

D

s

-

Domn/DSCP2 

-

> 

DSCPxx

 

Ds

-

Domn/DSCP3 

-

> 

DSCPxx

 


 Figure 3: Mapping Tables to be defined in every RNC. Here example of the tables to be kept updated in the RNC C.

5 Solution 2: Harmonized DSCP or New TNL QoS Configuration

Whereas the DSCP harmonization is difficult, if not impossible between several diffserv domains, it becomes possible at a upper level i.e. by defining a new parameter playing the role of a kind of harmonized DSCP. The TNL QoS parameter is intended to play this role. 

This TNL QoS parameter is passed at RNL instead of the DSCP as presented in the figure below:
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As can be seen from the picture above, every node defines its own mapping table between TNL QoS & DSCP depending on the IP diffserv domain it is associated to and the mapping is independent of the rest of the network e.g. it is not affected by remote changes.

The table is simple and reduced and permanent: it does not care about what diffserv domain the other nodes may be associated to nor of the DSCP values used and defined in other, remote diffserv domains. It does not care also of the potential changes that can be remotely done on these points.

This can be seen advantageously as a local mapping: any creation of a new Iur towards a new RNC will not affect the table to the opposite of solution 1 for which addition of diffserv domain and associated mapping tables take place.

The advantages of solution 2 compared to solution 1 in term of configuration can be summarized as follows:

· Less number of configuration tables in every RNC,

· Local mapping independent of remote changes i.e. if some remote RNCs change of provider, restriction of DSCP…

· More flexibility if other IP QoS methods happen to be used since not tightly coupled to DSCP (local use of RSVP…).

6 Solution 1 vs Solution 2: Comparison from QoS standpoint

The TNL QoS solution can also provide the benefit to offer a finer granularity to define the return (uplink).QoS path.

In the simplified example below, the sending RNC (RNC C) had only 3 DSCP values to be used whereas the target RNC (RNC A) can use 15 values.

With the full configuration solution (solution 1), the target RNC receives the value 3 and cannot translate it better than into the coarse range 11-15 with a finer accuracy i.e. Value 11 could be used.

In the TNL QoS solution (solution 2), the exact TNL QoS value is passed to the target RNC with a potential granularity corresponding to a 8 bits range (256 values) that indicates to it what was the original exact QoS requirement from the sending node with a better granularity than 3 values (here TNL QoS=26); the target RNC can thus perform its own independent mapping in a much more accurate way i.e. could decide DSCP 13 in the example.

The example is figured out in the following drawing where TNL QoS26 is mapped respectively onto DSCP3 in network C and onto DSCP13 in network A:
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7 Conclusion and Proposal

This analysis shows, I think, that both solution 1 and solution 2 are valid alternatives but solution 2 seems better and more future proof. Nortel preference therefore goes for solution 2.

It is proposed to agree on the new proposed parameter TNL QoS IE to be signalled as an optional parameter in RNSAP, provided that the Iur interface uses the IP transport option.

Consistently, (see equivalent problems presented at RAN3#36 for Iub in ref [3]), it is also proposed to signal the TNL QoS IE as an optional parameter in NBAP for an IP-based Iub interface.

This new parameter is not necessarily the DiffServ Code Point (DSCP).

Nortel is willing to provide the corresponding release 5 CRs. One example is attached for NBAP. It shows how the TNL QoS IE parameter is introduced in 25.433 in a way that allows the receiving node to apply in uplink a symmetrical QoS as for downlink but does not mandate it. 
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