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1. Introduction

In R3-030020 [1] there was a proposal for an evolved UTRAN architecture to be studied under the Study Item “UTRAN Architecture Evolution” [1]. 

For the evolution of the UTRAN architecture, it is proposed to investigate the functionality of today's RNC in order to determine a more efficient distribution of its functionality within an evolved UTRAN target architecture. It may be possible to split the RNC into smaller parts, which could in some cases be moved closer to the Node B or even integrated there. The evolved RAN system architecture could offer enhanced flexibility, scalability properties, and redundancy mechanisms.

When the RAN is re-architectured, any impact on the terminals and the CN should be avoided (or at least minimized). As the base stations are hardly affected by the re-architecturing the main focus is put on the RNC. In the current UTRAN architecture, the RNC is a monolithical network element carrying out both control and user plane functions and performing many different – and partially unrelated – functions. 
2. Discussion

2.1 Alcatel proposed common basis for a categorization and evalutation of UTRAN Architecture Evolution solutions 

This proposal is intended to give a framework to analyse existing and evolved UTRAN architectures and to present guidelines  which may be applied in the design of evolved UTRAN architectures. This shall be helpful both for analysis and comparison of architecture alternatives. For each guideline basic rationals advantages and disadvantages are provided. 
 
2.1.1 Overall architectural principles

Based on a functional analysis of the UTRAN, related functions can be grouped together and assigned to different functional entities, based on two main principles:

1. The split of the control and user planes

2. The separation of cell, multi-cell and user related functions

The different functional entities can be bundled together in one network element or integrated in the Node B. Different bundles of functional entities lead to different types of network elements and consequently alternative RAN architectures, which can be evaluated against each other and against the current one.

Figure 1 shows an example functional split of the present RNC functionality into different functional entities and the classification of the resulting entities in the control or user plane according to their scope.
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Figure 1. Decomposition of the RNC into functional entities
For user related functional entities, there exists one instance per user. These functional entities are not directly related to the specific topology of the network.

Cell related functional entities have the scope of a single cell, and hence there is one instance of such entities per cell. Therefore, they could potentially be integrated into or located closer to the Node B.

Finally, there are several functional entities having a multi-cell scope. One instance of such entities is responsible for a certain group of cells. Therefore, they are responsible for a certain geographical area. This functions include multi-cell RRM mechanisms providing a co-ordination between the different cells as well as the distribution of paging and cell broadcast service (CBS) messages.

If the RNC is separated in the above mentioned functional entities, it is necessary to define the interconnections between them. Figure 2 shows the functional entities, their interconnections and an approximate mapping to the UTRAN architecture. This diagram shows a functional architecture and not a network reference architecture, i.e. the main functional entities and their logical interconnections have been identified, but it is still possible to bundle several functional entities together in order to reduce the number of external interfaces and the complexity of the architecture.
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Figure 2 Interrelation between functional entities resulting from the functional decomposition of the RNC

This functional architecture of the RNC can be used as a tool to derive different alternative architectures for UTRAN evolution. One of the principles which can be investigated is the full split of the control and user planes in the RNC, which is the object of this contribution.

3. 
3.1 

3.1.1 Guideline: ‘Split of control and user planes’
The split of the control and user planes has been identified as an important architectural guideline in order to evolve towards a more distributed network architecture having enhanced flexibility and scalability properties. This split can be justified based on the following reasons:

· The processing requirements for the control and user planes are quite different as user plane functions are more demanding and may need specific hardware support for specific functions. The control plane processing is more generic and less demanding and can be implemented in a general purpose machine (server).

· The required processing capacity for user plane and control plane is expected to scale differently. For example, due to the expected growth in data services, there is a strong need to increase the user plane capacity in the network while the control plane capacity will grow just moderately (see Figure 3). 
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Figure 3
Evolution of traffic in mobile networks

This leads to the idea to define two main building blocks, a control plane platform and an user plane platform. These building blocks can be used for a centralised RAN controller were both planes are implemented in a common network element interconnected via an internal interface. In a further evolution both parts could be separated in different networks elements leading to a distributed architecture where control plane and user plane servers are not necessarily co-located and are interconnected via an external interface.

While a centralised RAN controller can provide scalability on module basis, a distributed server architecture can additionally provide scalability on a network element basis. Moreover, in the distributed approach, new servers may be introduced to support new enhanced demanding features while old servers are still reused for legacy services. 

However, the distributed architecture may potentially lead to an increased delay for control procedures and a more complex OAM due to the higher number of network elements. Moreover, a new external interface has to be specified. These issues should be investigated further.

As a result of the strict separation of control and user planes, it is possible to use standard hardware platforms for the control plane and potentially also for the user plane. Therefore, it could be envisaged, at least for the control plane, to reuse the same platform for other radio standards, leading to multistandard control servers able to handle different radio standards, either alternatively (according to the standard-specific software used) or in parallel, thereby supporting multi-standard RRM algorithms internally.

3.1.2 Guideline: [ffs e.g. ] ‘Separation of cell, multi-cell and user related functions’
to be completed
3.1.3 Open items in Alcatel’s proposal:

1. The potential performance issues (referred to in the text) w.r.t. to the split of U- and C-plane processing, e.g., the increase in RRC signalling delay and the issues related to the co-ordination of the physically separate functional entities

2. The number of new network elements in the final architecture

3. The effect of the increased number of NEs to the operation and management of the network and to the cost of operations

4. The number of new interfaces needed in the final proposal 

5. The potential issues with new interfaces to be standardised, w.r.t. to procedure delays, amount of signalling traffic, etc.

6.  The standardisation effort of the proposed new multivendor interfaces

4. Proposal

It is proposed to include section 2 of this document within the section 6 (Study Areas) of [2].

----------------
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