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1
Introduction

The purpose of Study Item “Evolution of UTRAN Architecture” is to study possible evolutionary steps for UTRAN in terms of feasibility, co-existence, performance, deployment, etc. This contribution introduces Siemens’ proposal for an evolved UTRAN. 
2
Motivation 

It is generally believed, that in the future a significant amount of traffic in mobile networks will be caused by IP based data and multimedia services.

Guided by these expectations, Siemens proposes an evolved UTRAN architecture which guarantees inter working with legacy network. It will enable the network to support the future traffic mix in a more cost-efficient and more scalable manner while increasing scalability and robustness of the network.

3
Evolved Architecture based on Functional Separation 
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Figure 1. Proposed Architecture for UTRAN Evolution.

The key point of the proposed architecture as depicted in Figure 1 is that the functions of the RNC are decomposed and mapped onto two new types of network entities that complement today’s Radio Network Controllers (RNCs):

· Radio Control Servers (RCS) and

· User Plane Servers (UPS).

As a consequence, the termination points of the user- and the control plane of existing interfaces are split:

The control plane of Iu and Iur (Iu-c and Iur-c respectively) terminates in the RCS. The user plane of Iu and Iur (Iu-u and Iur-u respectively) terminates in the UPS. User Plane Servers are controlled by Radio Control Servers over a new RAN-internal interface, which we call Iui. 

The Radio Control Servers mainly perform user-related control functions and co-ordinate radio resource management. The User Plane Servers perform cell related control functions and process radio frames (including macro-diversity combining). They also forward user-related control messages between UEs and RCSs (in both directions).

User Plane Servers may be moved relatively close to the Node Bs while control plane functionality can remain more centralized on Radio Control Servers that might be organized in pools or clusters. The only new type of interface is the Iui interface between Radio Control Servers and User Plane Servers. All other interfaces can be derived from existing UTRAN interfaces, which also minimizes the impact of the distributed UTRAN architecture on the external interfaces of the RAN.

Moreover, the Uu interface is not affected at all, i.e. 3GPP Rel’99 terminals are fully supported. And even the protocols on the new Iui interface can be derived from existing 3GPP protocols like NBAP and RRC. Mobility mechanisms in the control plane and in the user plane are designed independently from each other. This allows on the one hand to minimise the number of relocations in the control plane and on the other hand to optimise traffic flows in the user plane (according to the mobility of the terminals).

For future physical implementations of the evolved architecture, one might expect that Iu, Iur and Iui will be mostly based on IP transport (though the evolved architecture should not exclude any transport option). The Iub interface however will most probably still implement the two transport options IP and ATM in order to allow a UPS to connect to already deployed Node Bs over already deployed ATM-based infrastructure.

4
Migration path 

The way to upgrade existing infrastructure is assumed to be straightforward. 

In order to cope with increased user data traffic in the UTRAN, which might exceed the user plane processing capacity of existing RNCs, User Plane Servers will be added to cater for the additional demand of UP processing capacity.

Dependent of the network deployment the UPSs might be either located at the same site as the RNC and upgrade the UP capacity of the RNC or (and this is regarded as the typical scenario in order to take full advantage of the evolved architecture), a group of Node B’s could be connected to one UPS, which is located remotely from the controlling RNC and connected over the Iui interface. The UPS in this migration scenario acts as a traffic concentrator relatively close to the air interface.

By adding additional UPS’s to the network the operators can deal with all possible traffic conditions in a highly flexible way. 

5 
Potential benefits of the evolved architecture

The proposed architecture bears following potential benefits. Some of them may need further studies.

5.1
User Plane Processing gains

· Delay gains: User plane processing can be moved closer to the air interface. This helps to improve radio capacity and transport capacity utilization due to smaller round trip delays between the user equipment (UE) and the termination of the higher layers of the radio interface.

· Relaxed QoS requirements for transport network layer up to UPS:

Iu traffic, which usually has lower QoS requirements than Iub traffic, is carried closer to the Node Bs. This reduces QoS requirements in the middle layer of the RAN and leads to transport capacity savings. This is especially important when considering future traffic mixes that result from IP multimedia services. 

5.2
Control Plane Processing gains

· Mobility management in the user plane avoids tromboning of traffic flows. This optimises traffic flow and traffic delay in the user plane. At the same time, frequent relocations in the control plane can be avoided. This saves significant effort in the control plane.

5.3
Economical and scalability gains

· Independent optimisation of the location of control plane and user plane functions allows optimisation of transport costs.

· A clear function split and the harmonization with similar function splits in the CN offers the potential for cheaper products through economy of scale.

· Independent scaling of control plane and user plane functions helps to better adapt to the growth and the unpredictable requirements of new services. When the amount of traffic increases, it is sufficient to increase the user plane capacity. When new services also create additional load in the control plane, the capacity of control plane can be increased.

· The granularity of capacity upgrades is smaller than in a centralized architecture: User Plane Servers are smaller than traditional RNCs anyway, and adding a new Radio Control Server to the pool increases the control plane capacity for all users.

5.4
Gains for redundancy

· Pooling concepts avoid single points of failure in the control plane while small User Plane Servers keep the impact of a UPS failure small.

· Load distribution between Radio Control Servers allows a flexible reaction to a high variability of demand in time and space.

5.5
Interworking with R99 architecture ensured

· Due to the re-use of existing protocols, migration and interworking with legacy equipment is straightforward. ATM-based Node Bs can be integrated. Interfacing to neighbouring Radio Network Subsystems over IP transport is guaranteed. The impact on IP transport supporting CN nodes is minimal.

6 
Proposal

It is proposed to include chapter 3 of this document to chapter 6 of TR 25.897.
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