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1. Introduction

A proposal for the target architecture for the Evolution of UTRAN Architecture SI, was presented in tdoc R3-030020 [1] in the RAN3 release 6 ad hoc in January 2003. The presented benefits of the architecture proposal raised several questions among the meeting delegates.

The scope of the SI [2] and corresponding TR [3] mentions that the potential benefits for the system performance, deployment and radio interface evolution should be considered.

The purpose of this contribution is to address some of the raised issues by analysing the area of improvements of the current R99 architecture and giving further details of the corresponding benefits of the evolved architecture. This contribution describes particularly the scalability and robustness issues.

2. R99 Architecture analysis

2.1 General

This section is intended to analyse and describe what are the needs and potential architectural evolution in the current R99 UTRAN architecture that the different proposals of evolved architecture should overcome.

2.2 System performance

2.2.1 Robustness

In Release 99 architecture, the RNC is the centralized controlling node for hundreds of NodeB, as a NodeB can only be connected to one RNC via the Iub interface.

As the RNC is responsible of most of the UTRAN functionalities, it requires practically, whatever size it has, much more complex implementation and a lot more processing capacity than any NodeB.

That is why, although a RNC should be protected according to its importance in the network, it can be considered as a single point of failure. Indeed if one RNC crashes, this is all the area covered by its hundreds NodeB that goes out of service, as shown in the figure 2 below.
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Figure 1: RNC as a single point of failure.

An evolved architecture should avoid any critical single point of failure.

2.2.2 Decrease in experienced end delay for the user

[To be contributed later]
2.3 Deployment

2.3.1 Scalability

The scalability of a network can be measured by looking at the easiness, the cost and the impact when a new Network element or functionality is added in the network.

2.3.1.1 Introduction of extra UTRAN network elements

One good example is the introduction of new NodeBs for better coverage or bigger capacity.

In the current R99 architecture, when the network is not anymore in the first rollout phase, the introduction of new NodeBs can require the introduction of a new RNC, if the existing one is already close to its maximum capacity, as it can be expected in a network efficiently used. Few extra NodeBs require a brand new RNC that can handle hundreds of them.

Furthermore if the operator wants to share the overall load between the existing RNC and the new one to avoid over-dimensionning or waiste of ressources, this requires a re-configuration of a lot of Iub interfaces within many NodeBs and the existing RNC.

An evolved architecture should be more scalable, so that the introduction of extra network elements can be done in a smouth manner from the operator’s point of view without impacting drastically the evolved network in place.

2.3.1.2 Introduction of new UTRAN functionality in the network

Another good example of scalable network for an operator is the introduction of new radio related functionality in the network like HSDPA or EUPA.

With the current R99 architecture, before introducing any HSDPA capable NodeB, this requires to update the RNC or introduce a new HSDPA capable one, even though only few existing or new HSDPA capable NodeBs may be introduced.

This is even more relevant as new functionalities like HSDPA or EUPA will first be introduced in very small and specific area e.g. hot spots.

An evolved architecture should then also be more scalable from the functional point of view, so that the introduction of new functionality can be done in optimised and fast manner from the operator’s point of view without impacting drastically the evolved network in place.

3. BENEFITS of the evolved architecture

3.1 General

The basic scenario of the proposed evolved architecture is presented once more in Figure 1 (extracted from [1]). This section describes the corresponding benefits of this architecture compared to the Release 99 architecture, based on the analysis made above.
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Figure 2: The proposed architecture for UTRAN evolution.

Legend:

Radio Network Gateway (RNG) = interworking unit, act as a mobility anchor point.
Many to many RNG-NodeB+ relationship.

Iu and Iur interfaces in the evolved architecture (blue color) have some enchancements compared with existing interfaces.

3.2 System performance

3.2.1 Robustness

The proposed evolved architecture introduces many to many RNG-NodeB+ relationships in order to avoid any critical single point of failure in the network. Indeed as it shown in the figure 3, if a RNG (or pool of RNG resources) crashes, all the NodeB+s affected will be able to recover their Iu/Iur connection towards another RNG (or pool of RNG resources). Resilience mechanisms could even be introduced to reduce or totally avoid impact of such failure to user experience, but this is out of the scope of this contribution.

This clear benefit of the proposed evolved architecture does not come from the assumption that RNG resources are pooled as this could also be one possible implementation of a RNC in the current R99 architecture. This clear benefit comes from the introduction of a many to many RNG-NodeB+ relationships that is not possible between RNC and NodeBs in the current R99 architecture.

The pool of RNG resources is typically distributed geographically (pool of pools, as shown in the figure 3).
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Figure 3: Robustness of the proposed evolved architecture.

It should be noted that to reduce/avoid the failure of a NodeB+ would not imply the same constraints as to reduce/avoid the failure of a RNC, as the RNC functions, complexity and processing capacity are inherently distributed to NodeB+. Even if one NodeB+ crashes, this is only a small area similar to the area if one NodeB crashes, that goes out of service.

3.2.2 Decrease in experienced end delay for the user

[To be contributed later]
3.3 Deployment

3.3.1 Scalability

The proposed evolved architecture is a distributed one while the Rel99 architecture is hierarchical RNC-centric architecture. In Rel99 all processing power needs to be arranged in the RNC to serve its cells, which are in up to some hundreds of NodeBs. In the distributed architecture the same processing power is distributed to all NodeB+s. As an example, in case of high mobility in the network the RNC may become a capacity bottleneck simply because of the high processing load caused by all hand-overs in its RNS and between its RNS and the neighboring RNSs. In the distributed architecture it is only the peer NodeB+s that see each others’ hand-over procedures.

In other words, every additional NodeB in Rel99 architecture is directly visible in the RNC as a new “demand” for processing power there while in the distributed architecture each additional NodeB+ incorporates the needed additional processing power in itself. So from the scalability view point there is a clear advantage in the distributed architecture. This advantage is not only relevant in the context of load caused by RNS mobility but also in the context of any future expansions of the RAN.

3.3.1.1 Introduction of extra UTRAN network elements

In the proposed evolved architecture, as the NodeB+ handles most of RNC functions and as RNG resources are pooled, the introduction of new NodeB+s when the RNG is already close to its maximum capacity would only require some very minor resources in the pool of RNG resources and the setup of Iu interfaces towards few RNGs as well as Iur interfaces towards few NodeB+. The impact in the existing network will not be significant and the overall capacity of the RAN and its different elements will continue to be used in an efficient manner avoiding over dimensioning.

3.3.1.2 Introduction of new UTRAN functionality in the network

The introduction of new function, especially radio-related like HSDPA or EUPA, in the proposed evolved architecture is much easier and scalable than the current R99 as the NodeB+ is a single and independent network element that combines the functions of a NodeB and those inherently distributed ones of RNC.

Indeed in the proposed evolved architecture, the introduction of a HSDPA capable NodeB+ (or the possible upgrade of an existing one) does not require any change to the existing network, as the NodeB+ includes already all the HSDPA functions requires that are handled by NodeB and RNC in the current R99 architecture. This allows a fast deployment of such feature for the operators e.g. in hot spot areas where higher bitrate and capacity is needed.

Conclusions and Proposal

It is proposed that the content of the chapter 2 of this contribution is included in the corresponding section in the study area of the technical report [3] e.g. under some specific section for the analysis of the R99 architecture according to [4].

Next it is proposed that the content of the section 3.2 and 3.3 of this contribution is included in the corresponding sections in the study area of the technical report [3] e.g. under some specific section for the proposed evolved architecture according to [4].
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