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1. Introduction

This paper highlights the limitation in the CRRM function model and proposes another solution for the WI “Improvement of RRM across RNS and RNS/BSS (Post Rel-5)”. 

2. Discussion

2.1. Functional model

In this section, we explained the limitation of functional model and the extension of it. Section 4.2.2 in TR25.891v0.2.1 is base of discussion and revision mark is used for the readability. 

---------------------------------------------------------------------------------------------------------------------------------------------

4.2.2
Functional model description

The whole set of radio resources for an operator is considered to be partitioned into “radio resource pools”.
These radio resource pools are controlled by two different types of functional entities:

· RRM entity: functional entity responsible for Radio Resource Management of one radio resource pool, i.e. this characterises the radio resource pool

· CRRM entity: functional entity responsible for a Common Radio Resource Management, i.e. coordination of overlapping/neighbour radio resource pools controlled by different RRM entities.

This new CRRM entity is introduced to allow some kind of coordination among different radio resource pools whose radio resources are linked to the same geographic area in the network.
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Figure 2: CRRM functional model

In this section the need for change in the functional model is highlighted. The ranking of the cells in handovers 2-6 (Figure 4) cannot be performed if CRRM1 is not informed about the current source cell or the handover candidates in said handovers. Therefore, in case the DRNC is assisted by different CRRM-entity (CRRM2) than the one assisting SRNC, the SRNC should request “Neighbour Cell CRRM Information” from the CRRM-entity assisting the DRNC (CRRM2). 
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Figure 4: DRNC problem without Request from RRM Entity and without Iu relocation

There are three alternatives to tackle the problem, all of them driving to a modification of the functional model:

a) RRM entity can connect whichever CRRM for the "ranking". This means to allow the "all-to-all" RRM-CRRM connectivity for “Neighbour Cell CRRM Information”.

b) Each RRM entity is requesting the "Neighbour Cell CRRM Information" always to the same "serving CRRM". In this case, there are two alternatives for the drifting issue:

b1) Serving CRRM realizes that the cell(s) included in the "ranking request" is/are under the responsibility of another CRRM entity, so serving CRRM forwards the ranking request to this 'drifting' CRRM. Another CRRM makes the ranking, returns it to the serving CRRM, and serving CRRM forwards it to the RRM entity. This alternative implies changes in the functional model (addition of a solid arrow between CRRMs).

b2) Serving CRRM realizes that the cell included in the "ranking request" are under the responsibility of another CRRM entity, so serving CRRM request for measurements of those cells to this another CRRM. Then, serving CRRM, using the received measurements, makes the ranking and returns it to the RRM entity. This alternative seems rather inefficient and also in this case the serving CRRM would be providing policies to RRM entities that are not under this CRRM.

The contents of the interfaces in both cases a) and b1) are the same. In case a) only the cell ranking information (not load target information) is requested from distant CRRMs. No CRRM address database would be needed in RNC (nor in CRRM entity) since the address of the distant CRRM entity can be delivered by DRNC to SRNC, for example in the RL Setup response message. Again the ranking for DRNC cells can be requested with all possible reporting methods (on-modification, on- demand, etc.). The ranking can be terminated as soon as there are no users from that DRNC in the SRNC. In case b) the 'serving' CRRM entity must know as well the address of the CRRM entity of drifting user (e.g. CRRM address database or something else).

To summarise: both solutions a) and b1) are very similar. Case b1) seems to be less efficient (extra delays both in request and response) due to forwarding/processing the drifting CRRM information in the 'serving' CRRM entity. 
4.2.2.2.2
"RRM Decision Support" function

Each RRM entity in the model is mostly influenced by one CRRM entity. RRM may receive information from other CRRM entities if needed (see Section 4.2.2.1).  The "RRM Decision Support" function describes how the CRRM entity takes influence on the RRM entity for which it is responsible, e.g. how it might affect a handover decision.

2.2. CRRM policy based approach #2

In this section, we explained 2nd CRRM policy based approach. This approach is very similar with the other solution in 7.1.1 of TR. For the readability, the modification was made based on the text in 7.1.1.

---------------------------------------------------------------------------------------------------------------------------------------------
7.1.2 CRRM policy based approach #2
7.1.2.1 Concept

The basic idea behind the “Policy-based CRRM approach” is the standardisation of parameters and information exchange over an open interface between RRM and CRRM entities. This would enable the CRRM entity to provide CRRM policies to the RRM entities, thus allowing the traffic situation in the network to be dynamically adjusted on the basis of a common strategy. 

In this proposal the CRRM entity only acts as an advisor, so that the RRM entities still take the final decisions (RRM is the master), but based on parameters adjusted by CRRM. 

Such an advice may be for example that CRRM sets some load targets for the cells. Only above these load targets the RRM will consider triggering a load reason cell change. 

To choose the best target cell further information about the capacity/load situation of possible candidates is provided by the CRRM to the RRM entity. This information might be a relative ranking of cells or a more detailed information as already agreed for Release 5. 

For the Policy-based CRRM approach it is proposed to have a loose coupling between CRRM and RRM entities, i.e.: CRRM policies are valid in the RRM entity for all handovers until the policy is changed by the CRRM entity. (if the policy for a given cell is not changed for more that the time indicated by a certain time-out, than it is assumed that the CRRM entity failed). While the RRM entities take the fast decisions required for each Access Request or Handover Request, the CRRM entity works at a slower time scale and provides policies to the RRM entities whenever an update is necessary. In this sense the frequency for a policy update depends on the traffic variations within the involved cells. The updating frequency can also be subject to configuration.

It is proposed to adopt a centralised CRRM implementation (as in Figure 4 or as in Figure 5), for which it is necessary to standardise an “RRM Decision Support” procedure (see 4.2.2.2.2) that allows the CRRM entity to also take influence on non co-located RRM entities. The CRRM entity can therefore allow for some kind of coordination among different radio resource pools linked to the same geographic area in the network. 

The "RRM Decision Support" function shall allow for requesting immediate replies to a request from RRM entity as well as periodic or event-triggered updating by CRRM entity. Each RRM entity in the functional model may request the responsible CRRM entity to report certain information with respect to its knowledge of RRM strategy and information of radio resources within its area of responsibility. RRM entity is thus in charge of initiating/requesting this information. The justification for the RRM entity being responsible of requesting the RRM Decision Support information is shown in Section 4.2.2.1.

RRM Decision Support function can be further divided into:

· “Neighbour Cell CRRM Information” function (Cell ranking function)  
· Load target update function 

In Cell ranking function the RRM entity shall initiate/request the ranking of a list of cells (with some detailed information like relative cell weight in ranking, e.g. 0-100) by including this list in the request. The CRRM entity, after applying some algorithms, returns/ updates the relative cell ranking. Note that the exact moment of said request should be left to the implementation to decide. Thus, the need for request and policy update rate is operator- or manufacturer dependent. 

The “Neighbour Cell CRRM Information” can be requested for certain cell(s) in general and/or for some specific service type(s) with some quality of service requirements, such as traffic class and guaranteed bit rate. Other parameters could also be included in the request if found useful. The usage of “Neighbour Cell CRRM Information” policy in RRM entity shall be left to the implementation and/or an operator to decide. 
Apart from RT/nRT division the “Neighbour Cell CRRM Information” shall be requested per traffic classes (conversational, streaming, interactive and background services). Conversational/streaming division is especially important due to the different nature of the traffic.  The service granularity in the request could be for example following: n/a, RT, nRT, Conversational, Streaming, Interactive and Background. N/a=not-applicable means that the ranking would be for all services.

A set of guaranteed bit rate classes (e.g., n/a, speech(?), <32kbps, 32<x<64, 64<x<128, 128<x<384, >384kbps, ...) or actual guaranteed bit rate values (typically there are not that many alternatives defined: e.g. 8, 16, 12.2, 14.4, 32, 43.2, 64, 128, ...) shall be included in the request message. Again, n/a option would cover all bit rates within one service class. By introducing the guaranteed bit rate in the request the possible load increase in different cells with different capacities (e.g. GSM vs. WCDMA cell) can be taken into account in the cell ranking algorithms. The cell ranking for e.g. speech and 384kbps conversational service can be very different, depending on the cell loads/capacities. 

As the traffic class and guaranteed bit rate information are included in the “Neighbour Cell CRRM Information” request, the operator is also able to set some preferences in CRRM entity for different service types, e.g. WCDMA preferred for high bit streaming service while GSM preferred for low bit rate conversational (e.g. speech).
Apart from providing policies (ranking) for inter-RRM entity cells the CRRM should provide ranking values for intra-RRM entity cells. At least, when there are some inter-RRM entity cells included in the neighbour cell list. Thereby, possible conflicts between internal ranking algorithms (using different criteria than CRRM) and external CRRM ranking algorithms can be avoided.
The purpose of Load target update function is to allow the CRRM entity to set e.g. some target loads for the cells. Target load shall be defined separately for RT and nRT services using the same value ranges as in the common measurements (0-100 for RT services, 0-3 for nRT services). Only above these target loads a load reason triggered cell change is considered by RRM.

Note that the CRRM entity would be able to work on a faster time scale than O&M, in order to dynamically react to traffic load variations in overlapping radio resource pools. The reason for this is that common functions for load control over a certain geographic area (CRRM) should reside in a more dynamic entity than O&M.

In case of CRRM entity failure it is assumed that the supported RRM entities can continue with the last available policy, and after some time-out they can fall back to a predefined default policy. In the latter case, the network performance in the affected area would fall back to the case where no CRRM exists. However, we assume that the probability of such an event is negligible.
7.1.2.2 Policy based CRRM #2: possible procedures
For all the load definitions of this concept the currently defined 3GPP Release 5 load definition can be reused .

For the CRRM server solution the common measurement procedures of the Iub/Iur could be reused for the new interface. Neighbour Cell CRRM Information Procedure and the Load Target Setting Procedure would be needed in addition.

7.1.2.2.1 Reporting Information (RRM -> CRRM)

The information exchange by which RRM gives information to CRRM is based on the currently defined Release 5 exchange of load values (via Common Measurements and Information Exchange). 
7.1.2.2.2 Reporting Information (CRRM -> CRRM)

If serving CRRM realizes that the cell(s) included in the “ranking request” are under the responsibility of another CRRM entity the serving CRRM may request for measurements of those cells from another CRRM. 
The need for this interface is for further study. RRM Decision Support mechanism could be used between CRRM entities as well (see Section 7.1.2.2.3)
7.1.2.2.3 RRM Decision Support (CRRM -> CRRM)

If serving CRRM realizes that the cell(s) included in the "ranking request" is/are under the responsibility of another CRRM entity, the serving CRRM forwards the ranking request to this 'drifting' CRRM. Another CRRM makes the ranking, returns it to the serving CRRM, and serving CRRM forwards it to the RRM entity. This implies changes in the functional model (addition of a solid arrow between CRRMs).
7.1.2.2.4
RRM Decision Support (CRRM -> RRM)
One procedure could be used, triggered by RRM with a request, where CRRM gives advices to RRM in the report. It could be implemented as an information exchange with type “CRRM Policy” (either by using Common Measurement procedures or Information Exchange procedures, as far as the report can be done in a suitable manner).

The procedures are always initiated by the RRM entity. The information can be requested by RRM entity with respect to one service or cell. All standard report characteristics can be used e.g. periodic (time parameter), on demand, on-modification or event driven (e.g. by a load level). The selection of reporting characteristic per service type is left to implementation to decide. Some service type may be requested only when that service is present in the cell. If there are no users belonging to such service type, the ranking is not needed and/or can be terminated by RRM entity. Some other more common service types such as speech can be obviously requested with e.g. on-modification reporting type.
7.1.2.2.4.1 “Neighbour Cell CRRM Information” 
Neighbour cell CRRM information indicates the suitability of a neighbour cell for handover (with respect to different services).

The “Neighbour Cell CRRM Information” can be requested for certain cell(s) in general and/or for some specific service type(s) with some quality of service requirements, such as traffic class and guaranteed bit rate. Other parameters could also be included in the request if found useful. The usage of “Neighbour Cell CRRM Information” policy in RRM entity shall be left to the implementation and/or an operator to decide. 
The service granularity in the request could be for example following: n/a, RT, nRT, Conversational, Streaming, Interactive and Background. N/a=not-applicable means that the ranking would be for all services.

A set of guaranteed bit rate classes (e.g., n/a, speech(?), <32kbps, 32<x<64, 64<x<128, 128<x<384, >384kbps, ...) or actual guaranteed bit rate values are included in the request message. Again, n/a option would cover all bit rates within one service class. 
Range: [0..100] for all service combinations.
7.1.2.2.4.1 Load Target
In this case, the RRM entity will request the initiation of this functionality by requesting it to the CRRM entity. CRRM entity will then update the load targets of the requested cell(s) on demand, periodically, event-triggered or on-modification.
Range: [0..100] for RT and [0-3] for nRT. Distinction between uplink and downlink values is made as in Release 5.

3. Proposal

It is proposed to include the modifications in 2.1 and additions in 2.2 as 7.1.2 in TR 25.891. 
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