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This paper highlights problems and proposes solutions for the WI “Improvement of RRM across RNS and RNS/BSS (Post Rel-5)”. The procedural part of the Release 5 solution is analysed, and the proposal for a Policy based CRRM is partly revised and enriched with details.

The content of the proposal is directly inserted into the relevant parts of the TR (by using the rapporteur proposal in v0.2.1) because it was recognised to be a simpler approach in this particular case. However, the contained proposals are summarised in the following list:

1. Definition of the “CRRM Area” concept.

2. Proposal for text in chapter 5 “Analysis of existing RRM and CRRM mechanisms” related to the procedural anaysis of the Release 5 solution.

3. Proposal to substitute section “Policy based CRRM: possible procedures” with the more detailed section “Thecnical details”

4. Proposal to add section “Benefits”, where benefits comparable to Release 5 are distinguished from the others

5. Proposal to add some open issues on which we seek RAN3 opinions.

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply.

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.
CRRM area: the geographic area identified by the set of cells controlled by one CRRM entity.
5
Analysis of existing RRM and CRRM mechanisms
This aim of this sub-clause is to analyse any drawbacks of the existing CRRM mechanisms in Release 5 specifications.
1. 
5.1
Parameters

5.2
Procedures

The aim of this section is to analyse any drawbacks related to the procedures used for CRRM purposes in the Rel5 system. Two different procedures are specified for CRRM purposes.

5.2.1
Specific to the Rel5 Iur/Iur-g solution

The current standardisation of the Iur-g means that the Iur-g based CRRM solution is only possible for Iu-mode BSCs. Therefore this mechanism for CRRM could not be carried out between A/Gb-mode BSCs and between A/Gb-mode BSCs and RNCs. I.e.: the Release 5 Iur/Iur-g solution does not support A/Gb mode only BSCs.

5.2.2
Specific to the Rel5 A/Iu solution

Load information reporting is triggered by one handover that must be performed without knowledge of the load situation in the target cell, therefore a preventive knowledge of the load situation of neighbour cells cannot be assured.

A NRT overload situation cannot trigger any reporting, as reporting is only triggered by handover messages. So, if there is NRT overload situation but there is no willing to make RT handovers, then inter-RAT NCCR can be done only without taking advantage of the CRRM feature.

5.2.3
General for the two solutions

5.2.3.1
Lack of a centralised RRM over a certain geographic area

In Release 5 there is no centralised RRM for the operator’s resources over a certain geographic area. Different CRRM entities in different RNC/BSCs could apply different vendor-specific CRRM strategies for inter-RNC/BSC load control and take independent decisions on traffic load adjustments.

Lack of a centralised RRM leads to possible conflicts or less powerful load control functionality.

5.2.3.2
Lack of a preventive reporting

In Release 5 (in both Iur/Iur-g solution and A/Iu solution) the defined procedures do not seem to be sufficient to allow e.g. one BSC to keep an RNC updated on the state of its cells. Therefore in Release 5 target cell load situation may not be available when needed, leading to possibly unsuccesful handovers/NCCR.
7
Study Areas

7.1.
General Proposals
The aim of this sub-clause is to capture all of the proposals for enhancements to CRRM functionality. Note that this sub-clause is NOT intended to detail or analyse Reporting Information parameters. This analysis will be done in sub-clause 7.2.
7.1.1 CRRM policy based approach 

7.1.1.1 Concept

The basic idea behind the “Policy-based CRRM approach” is the standardisation of parameters and information exchange over an open interface between RRM and CRRM entities. This would enable the CRRM entity to provide CRRM policies to the RRM entities, thus allowing the traffic situation in the network to be dynamically adjusted on the basis of a common strategy. 

In this proposal the CRRM entity only acts as an advisor, so that the RRM entities still take the final decisions (RRM is the master), but based on parameters adjusted by CRRM. 

Such an advice may be for example that CRRM sets some load targets for the cells. Only above these load targets the RRM will consider triggering a load reason cell change. 

To choose the best target cell further information about the capacity/load situation of possible candidates is provided by the CRRM to the RRM entity. This information might be a relative ranking of cells or a more detailed information as already agreed for Release 5. 

For the Policy-based CRRM approach it is proposed to have a loose coupling between CRRM and RRM entities, i.e.: CRRM policies are valid in the RRM entity for all handovers until the policy is changed by the CRRM entity. (if the policy for a given cell is not changed for more that the time indicated by a certain time-out, than it is assumed that the CRRM entity failed). While the RRM entities take the fast decisions required for each Access Request or Handover Request, the CRRM entity works at a slower time scale and provides policies to the RRM entities whenever an update is necessary. In this sense the frequency for a policy update depends on the traffic variations within the involved cells. The updating frequency can also be subject to configuration.

It is proposed to adopt a centralised CRRM implementation (as in Figure 4 or as in Figure 5), for which it is necessary to standardise an “RRM Decision Support” procedure (see 4.2.2.2.2) that allows the CRRM entity to also take influence on non co-located RRM entities. The CRRM entity can therefore allow for some kind of coordination among different radio resource pools linked to the same geographic area in the network. We define the geographic area controlled by one CRRM entity as the “CRRM area”.
Note that the CRRM entity would be able to work on a faster time scale than O&M, in order to dynamically react to traffic load variations in overlapping radio resource pools. The reason for this is that common functions for load control over a certain geographic area (CRRM) should reside in a more dynamic entity than O&M.

In case of CRRM entity failure it is assumed that the supported RRM entities can continue with the last available policy, and after some time-out they can fall back to a predefined default policy. In the latter case, the network performance in the affected area would fall back to the case where no CRRM exists. However, we assume that the probability of such an event is negligible.

7.1.1.2 

1. 
2. 
3. 

· 


· 


· 
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7.1.1.3 Policy based CRRM: possible implementations

For all the load definitions of this concept the currently defined 3GPP Release 5 load definition can be reused (whether it fits exactly or further additions are useful is tbd).

For the integrated CRRM solution the already available common measurement exchanges on Iur (and later Iur-g) can be reused.

The Neighbour Cell CRRM Procedure and the Load Target Setting Procedure would be needed on the Iur/Iur-g interface.

In this case, there would exist two kind of nodes:

· CRRM manager nodes: with a CRRM function inside,

· CRRM agent node: without a CRRM function inside, but still able to communicate with the responsible CRRM entity.

For the CRRM server solution the common measurement procedures of the Iub/Iur could be reused for the new interface. Neighbour Cell CRRM Information Procedure and the Load Target Setting Procedure would be needed in addition.

So standardising the Neighbour Cell CRRM Information Procedure and the Load Target Setting Procedure would allow full flexibility to choose an arbitrary CRRM topology and provided that the whole network uses a ‚CRRM policy based approach‘ it would even be possible to combine different CRRM topologies in one network.

What was not yet considered in this contribution is the CRRM to CRRM information exchange. For simplicity this exchange can be similar to the load reporting from the RRM entity to the CRRM entity.

Another point which needs some further examination is whether it is useful to express load values relative to its maximum cell load or relative to the target cell load given by CRRM.
7.1.1.3
Technical details

7.1.1.3.1
Reporting Information (RRM -> CRRM)

The information exchange by which RRM gives information to CRRM is based on the currently defined Release 5 exchange of load values (via Common Measurements and Information Exchange). However, as from chapter 5, a number of problems exist. Possible solutions for enhancing the “Reporting Information function” IEs are to be treated under 7.2.

7.1.1.3.2
Reporting Information (CRRM -> CRRM)

There is a fundamental difference among the RRM-CRRM and the CRRM-CRRM interaction: while CRRM-RRM is more involved with managing overlapping cells (same geographic area) inside one CRRM area, CRRM-CRRM is more involved in managing neighbouring cells of neighbour CRRM areas.

The CRRM-CRRM interaction has to do with the information exchange about those cells that form the overlapping between the two CRRM areas. Moreover, the CRRM-CRRM interaction could have to do with managing UEs that are under control of an SRNC and a DRNC that are in two different CRRM areas.

The topic is for further study.

7.1.1.3.3
RRM Decision Support (CRRM -> RRM)

This is the definition of the policies: the content and the way they are exchanged.

7.1.1.3.3.1
Definition of procedures

One procedure could be used, triggered by RRM with a request, where CRRM gives advices to RRM in the report. It could be implemented as an information exchange with type “CRRM Policy” (either by using Common Measurement procedures or Information Exchange procedures, as far as the report can be done in a suitable manner).

The RRM request can refer to a specified cell or group of cells, or to a default set of cells. In the latter case it is supposed that for each RRM, CRRM is configured via O&M with the default set of cells for which policies have to be provided.

If the request refers to a cell or group of cells:

· If the specified cell or group of cells belongs to this RRM, the policy is about Load Targets.

· If the specified cell or group of cells belongs to another RRM, the policy is about Neighbouring Cell CRRM Information.

By means of the described procedure, CRRM will keep RRM updated about:

· policies for cells of this RRM (Load Targets) and 

· policies about possible target cells of other RRMs that may be often involved in inter-RNC/BSC HO/NCCR.

For inter-RNC/BSC HO/NCCR target cells that are not often involved in HO/NCCR decisions, e.g. for cells outside the CRRM area, the information will be given by the relevant CRRM to RRM upon specific RRM request.

Report characteristics: two report characteristics are needed:

· Event driven: a change in the CRRM Policy for one or more RRMs (due to some variation of the load situation is some cells) triggers the report of CRRM Policies in the CRRM.

· Periodic: there is a timeout after which the policy expires, so there is a requirement for CRRM policy refreshing. The refresh message for one value automatically refreshes all values.

Abnormal conditions:

· In case no update is received before the timeout, the RRM entity shall consider CRRM policies as not valid anymore, and start considering default Load Targets.

· In case of CRRM entity failure, the RRM entity will continue considering CRRM policies as valid until the timeout expires, then start considering default Load Targets. 

· Default Load Targets can be defined by the operator.

7.1.1.3.3.2
Definition of IEs

The following IEs constitute the CRRM Policy.

7.1.1.3.3.2.1
Load Targets

Load targets allow for a service based and dynamical cell load control by the CRRM entity.

Services: open point: differentiate by service as for the “Reporting Information function”, or just one Load Target for the whole cell?

Range: [0..100]

Distinction between uplink and downlink values is made as in Release 5.

7.1.1.3.3.2.2
Neighbouring cell CRRM information

Neighbour cell CRRM information indicates the suitability of a neighbour cell for handover (with respect to different services).

It can be said that for Release 5 this information is the capacity and load information that is exchanged among RNC/BSCs. 

In the Policy based CRRM instead, the capacity, load and load target information (of all the involved cells) is elaborated inside the CRRM manager entity that will provide in output a “neighbour cell suitability” indicator for the neighbouring cell (also called “Neighbouring cell CRRM information”).

Services: distinction among different services as considered in the “Reporting Information function”, including a general indicator for the entire cell.

Range: [0..100] should give enough freedom and capability for this indicator.

Distinction between uplink and downlink values is made as in Release 5.

7.1.1.4
Benefits

In this section, benefits of the “CRRM policy based approach” are listed:

Benefits compared to Release 5:

In this subsection, benefits of the “CRRM policy based approach” compared to Release 5 are listed, they can refer to both of the two Release 5 transport solutions (Iur/Iur-g solution and A/Iu solution)

1. CRRM policies allow the CRRM entity to take some centralised control about the load distribution in the network. Here we list benefits related to centralisation:

a. Standardising the basics of the centralised CRRM control (the policies and the way they are exchanged) allows for a common strategy to be set up in a multi-vendor RAN. In Release 5 different CRRM entities in different RNC/BSCs could apply different vendor-specific CRRM strategies for inter-RNC/BSC load control therefore leading to possible conflicts or less powerful load control functionality. 

b. This approach allows for a single and centralised load control inside a certain geographic area (CRRM area) characterised by different overlapping radio resource pools belonging to different RNC/BSCs. In Release 5 different CRRM entities in different RNC/BSCs controlling resources for the same geographic area would take independent decisions, thus leading to possible conflicts or less powerful load control functionality.

c. The CRRM entity can perform a centralised and dynamical load control in response to traffic variations in the radio resource pools. In Release 5 different CRRM entities in different RNC/BSCs could dynamically take independent decisions on traffic load adjustments therefore leading to possible conflicts or less powerful load control functionality. 

d. The centralised CRRM entity allows for cost reduction with respect to Release 5, since:

· Storing and evaluating of load information is not necessary in every RNC/BSC. 

· Messaging can be reduced since load information is only sent to a centralised CRRM entity.

2. Fast inter-RNC/BSC HO/NCCR decisions are possible for the RRM entities because the CRRM entity does not need to be explicitly involved into those decisions (loose coupling concept). In Release 5 (in both Iur/Iur-g solution and A/Iu solution) the defined procedures do not seem to be sufficient to allow e.g. one BSC to keep an RNC updated on the state of its cells. Therefore in Release 5 target cell load situation may not be available when needed, leading to possibly unsuccesful handovers/NCCR. 

General benefits not directly comparable to Release 5:

1. The centralised CRRM entity can be flexibly integrated into an existing RNC/BSC as well as into a stand-alone server. A migration between the two architectures would also be possible. 
2. Being RRM the master for final decisions, and CRRM only an advisor:

a. No conflicts can occur between RRM and CRRM entities.

b. RRM can still take into account local information (that might not be visible to CRRM) in order to take optimal decisions.

c. In case of CRRM entity failure the RRM entities can continue operation. In the worst case, the network performance in the affected area would fall back to the case where no CRRM exists.

This solution can be based on the already existing Release 5 solution, thus being a further enhancement.
7.1.1.5 Open Issues
The following points have to be decided:

· Services:

· is there a need to differentiate between Conversational and Streaming? Reason: Streaming can make use of HSDPA, while Converstaional can not. This reflects to a different amount of usable resource. 

· is there a need to differentiate between Interactive and Background? Reason: someone could wish to indicate that a neighbour cell should not be used for Interactive services by setting an appropriate value for Interactive in the suitability indicator for that cell.

· Load Targets: should it be related to the whole cell or to specific services?
· SRNC-DRNC case: in case a UE is under a distant DRNC, should the SRNC request information to its own responsible CRRM entity, or should the SRNC request information to the CRRM that controls the CRNC? In the latter case, how should the SRNC know about which is this CRRM?
The following open issues related to the policy based CRRM approach have been identified.

· Main open issue: How are the policies defined? Other issues that directly depend on the mail open issue: Is it possible to define CRRM policies that can interoperate with vendor-specific RRM entities? How frequently is an update of the RRM policy by the CRRM entity needed? How is this approach distinguished from network planning? (Especially in the case  that update frequency is low.) What is the exact function split between RRM and CRRM? May there be a conflict between CRRM and RRM entities? How to guarantee stability of the CRRM schemes applied in a network?
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