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1. Introduction

The new Study Item, Evolution of UTRAN Architecture, was accepted at TSG-RAN#17. The objective of the SI is to study further the UTRAN architecture evolution, considering a new functional split between the UTRAN nodes [1]. 

The aim of this contribution is to highlight certain areas where a new functional split could bring significant benefits to radio capacity or transport capacity utilisation or to Quality of Service provided by the UTRAN. This contribution is not exhaustive in covering all areas of the UTRAN architecture but its emphasis is on the realisation of the current radio interface protocol architecture and its implications for the bearer stratum of UTRAN.

2. Discussion

2.1 Rel99 Radio Interface Protocol Architecture and Functional Split

In this chapter we identify some specific aspects of the current functional split in UTRAN and their effect on radio capacity and transport capacity utilisation and QoS. In the following figure the radio interface protocol architecture is shown as the basis for the evaluation. In the figure also the Frame Protocol and underlying transport bearers are shown. The radio interface protocol architecture is defined in TS25.301 [2].
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Figure 1 The current radio interface protocol architecture.

One of the characteristics of the current protocol architecture is that there is a transport network layer interface (i.e., transport bearers, dotted line) between the radio interface Layer 2 and Layer 1 or even within the MAC sublayer. In addition, the control of the RRC for Layer 2 and Layer 1 also needs to be arranged through the transport network layer interface(s). The interfaces in question are Iub and Iur. 

In the following some detailed implications of the current protocol architecture are further highlighted.

2.2 Frame Protocol Synchronisation and Radio Frame Scheduling

For both Dedicated Channels and Common Channels there is the Frame Protocol in Iub to convey the Transport Block  Sets (TBS) of the given transport channels. On Iur the Frame Protocol conveys either the TBSs (DCH) or MAC-c/sh SDUs (CCH). The transport channel synchronisation and CFN-based TBS scheduling, that are provided by the Frame Protocol in-band, set a strict delay/delay variation requirement for the underlying transport. This requirement is independent of the delay/delay variation requirements of the end user service that is conveyed by the given transport channel. 

Generally in packet switched transport network better transport resource utilisation is achieved if the delay/delay variation requirements of the transport are less stringent. This is due to the resulting increase in statistical multiplexing gain. Consequently, when the volume of Non-Real Time services (IP-based traffic) increases, the inability to take into account the Non-Real Time (NRT) characteristics of the traffic and thus to benefit from the statistical multiplexing gain become significant.

Additionally, when there is a strict delay/delay variation requirement for the transport network layer, it effectively restricts the number of feasible transport/transmission network solutions (technology&topology) on that interface. E.g., in case of switched AAL2 network in RAN the number of ATM and AAL2 switching nodes (i.e., the number of hops in the transport network) becomes limited. One concrete consequence would be a limitation in the length of NodeB chains in the tail of the network.

An additional consequence of the Frame Protocol is the synchronisation delay in making the transport bearer operational. The delay is caused by the DCH Synchronisation (DCH, Iur and Iub) and Downlink Synchronisation (CCH, Iub only) procedures. They add an additional round-trip delay in the radio bearer setup before the already existing transport bearer can be used for data transfer. 

By locating the radio interface L2 protocols in such a way that the Frame Protocol is not needed, the QoS of the corresponding access transport can be solely based on the actual end user service requirements. This is to have a significant effect on transport costs as soon as the volume of NRT traffic becomes significant. Also the FP synchronisation procedure with its associated delay would no longer affect the radio bearer setup time. All this is applicable for those radio bearers that are not in soft hand-over between different NodeBs.

2.3 Radio Link Control Protocol (RLC)

Today the Radio Link Control (RLC) protocol and its re-transmission buffers reside in the Serving RNC and in the UE. When RLC is used in the Acknowledged Mode the Iub/Iur transport delay directly contributes to the RLC retransmission delay and thus to the delay experienced by the end user. In TR25.853 [3] the formula for RLC retransmission has been given as follows: Re-transmission delay = Nretransmissions * Round trip delay UE-SRNC From this formula it is seen that the effect of Iub/Iur round trip delay can be noticeable. 

One characteristic of the RLC re-transmission delay is that it is generally independent of the radio bearer bit rate. In order to get the benefit from a high speed radio bearer conveying NRT data, either the re-transmission delay needs to be small or the Block Errors need to be eliminated. Otherwise the user application would not see the high bit rate, thanks to the frequent re-transmissions with their associated delay. In Rel5 HSDPA and its Layer 1 H-ARQ in are a good example of how to reduce the need for RLC re-transmissions.

As said earlier in section 2.2, the need to constrain the transport delay both limits the amount of achievable statistical multiplexing gain and also restricts the number of feasible transport/transmission solutions.

For DCHs in soft handover the RLC must be on top of the combining point (MDC). So, for DCHs the RLC loop may have to be arranged via transport network interface. However, for those channels that are not in soft handover the loop delay would be minimised and the throughput maximised if the RLC resided in the same node as the PHY layer, i.e., in the NodeB.

2.4 Packet Data Convergence Protocol (PDCP)

PDCP is a protocol used for the radio bearers conveying Packet Switched data. It provides header compression for the user level (NAS) IP streams and also sequence numbering for the radio bearers requiring loss less SRNS relocation. PDCP supports both Robust Header Compression (ROHC) and IP Header Compression (IPHC). In the network side the PDCP resides today in the Serving RNC.

Header compression in PDCP is an essential function to allow efficiency in transmitting IP streams over the radio interface. It is also relevant in saving the transport bandwidth in the access network (Iub/Iur). This is especially so in case of real time IP streams having reasonably small payloads, e.g., VoIP. 

As a part of the study on new functional split in RAN, it should be studied what is the optimal location for PDCP in RAN. In this study at least the aspects related to user level IP overhead and header compression efficiency vs. transport delay (RTT) are to be taken into account.

2.5 Outer Loop Power Control

Outer loop power control is an RRC function executed in the SRNC to control the SIR target to be used by the uplink inner loop power control between the UE and the radio cell. In the uplink the information about the current radio link condition is derived from the Transport Block and transport channel specific information (CRCI, QE) conveyed in-band by the corresponding DCH Frame Protocol data frames. From the radio interface utilisation efficiency point of view any excessive loop delay is undesired as it makes the RRC decisions on UL SIR target less accurate. Thus it is also the outer loop power control that sets an upper bound for the acceptable delay in the transport in Iub, irrespective of the end user service conveyed by the given transport channel. 

For DCHs in soft handover the UL outer loop power control must be on top of the combining point (MDC), thus the loop may have to be arranged via transport network interface. However, at least for those channels that are not in soft handover the loop delay would be minimised if this RRC function resided in the NodeB.

2.6 Packet Data Convergence Protocol (PDCP)

PDCP is a protocol used for the radio bearers conveying Packet Switched data. It provides header compression for the user level (NAS) IP streams and also sequence numbering for the radio bearers requiring loss less SRNS relocation. PDCP supports both Robust Header Compression (ROHC) and IP Header Compression (IPHC). In the network side the PDCP resides today in the Serving RNC.

Header compression in PDCP is an essential function to allow efficiency in transmitting IP streams over the radio interface. It is also relevant in saving the transport bandwidth in the access network (Iub/Iur). This is especially so in case of real time IP streams where the IP payloads are reasonably small. 

As a part of the study on new functional split in RAN, it should be studied what is the most optimal location for PDCP in RAN. In this study at least the aspects related to user level IP overhead and header compression efficiency vs. transport delay are to be taken into account.

2.7 Considerations on RRC control

In the existing radio interface protocol architecture as defined in [2] there are control connections between the RRC and Layer 2 sublayers and between the RRC and Layer 1 (ref. Figure 1). In the current functional split of UTRAN this control interface needs to be arranged through the transport network layer connections.

In this Study Item it should be studied if gains in the efficiency and/or implementation of radio interface protocols could be achieved by locating the corresponding protocols/functions (i.e., redefining the functional split of the interface) in such a way that some or all RRC control interfaces could be arranged as node internal interfaces.

3. Conclusions and Proposal

This contribution addresses some aspects in the current functional split of UTRAN that are to be evaluated in the context of UTRAN architecture evolution. The aim of the evaluation should be to see if a new functional split w.r.t. these aspects could bring gains in the performance or efficiency of UTRAN Radio Network Layer and/or Transport Network Layer.

It is proposed to include the sub-chapters of chapter 2 of this contribution in chapter 6, Study Areas, of the RAN WG3 TR “Evolution of UTRAN Architecture” (Rel6). 
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