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This contribution is provided for information and reflects the current status of work on an IP ALCAP protocol performed by the contributing parties.

It is essential to note, that this is a proposal of the contributing companies and does not reflect any ITU-T decision.

Draft New ITU-T Recommendation Q.IPALCAP.1
A2IP Signalling Protocol (Capability Set 1)

(Munich/Ulm, March 2002)

1
Scope

This Recommendation describes the A2IP signalling protocol that supports the dynamic establishment and release of individual A2IP point-to-point links. It also describes the maintenance procedures, the framework of the protocol, and the interactions between an A2IP signalling protocol entity and:

· the signalling protocol user;

· the interworking function

· a signalling transport converter; and

· layer management.

This Recommendation also describes the connection states, messages, parameters, timers, local, and peer-to-peer procedures used for the control of those connections. The scope of this Recommendation is illustrated in Figure 1-1/Q.IPALCAP.1. The A2IP signalling protocol can be deployed over a range of signalling transport protocol stacks.

This Recommendation is based on the requirements defined in ITU-T Technical Report TRQ.AAL2IP.iw[xx] “Signalling Requirements for AAL type 2 to IP Interworking Capability Set 1”.
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NOTE 1 – The entities and Service Access Points (SAP) bounded by the grey broken line indicate the extent of the definitions specified in this Recommendation.


FIGURE 1-1/Q.IPALCAP.1
Functional architecture of the A2IP signalling
2
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3
Definitions

This Recommendation is based upon the concepts developed in ITU-T Recommendations X.200 [3] and X.210 [4].

In addition, for the purpose of this Recommendation, the following definitions apply:

A2IP connection: The logical concatenation of one or more AAL type 2 links and A2IP links between an AAL type 2 service endpoint and an A2IP service endpoint. From the perspective of a Q.2630.1[15] and Q.2630.2[30] AAL type 2 service endpoint, an A2IP connection is seen as an AAL type 2 connection.

A2IP connection resource: Describes the attributes of the A2IP links making up the connection.

A2IP link: The logical user plane communication facility between two A2IP nodes. An A2IP link is designated by a pair of IP address/port number combinations.

A2IP link characteristics: Information that describes the attributes of the A2IP link.

A2IP node: An A2IP service endpoint or an A2IP Interworking Unit.

A2IP interworking function: Functions residing in a A2IP interworking unit providing the bridge between an AAL type 2 signalling entity and an A2IP signalling entity.

A2IP Interworking Unit: Interworking unit providing the conversion from AAL type 2 bearer to IP bearer (RTP[RTP]/UDP[UDP] or UDP[UDP] only). The Interworking Unit terminates AAL type 2 links and A2IP links. There is no served user associated with an A2IP Interworking Unit.
A2IP service endpoint: A termination point of the IP part of an A2IP connection. There is an AAL type 2 served user associated with an A2IP service endpoint.

AAL type 2 served user: The user of an AAL type 2 or A2IP signalling protocol.

A2IP signalling protocol: Control plane functions for establishing and releasing A2IP connections and the maintenance functions associated with the A2IP signalling.

A2IP signalling transport: A facility for carrying A2IP signalling messages.

A2IP signalling endpoint: The termination point of an A2IP signalling transport.

Connection Resource: (See A2IP Connection Resource)

Field: Information carried in a parameter in a message. A field can have fixed or variable length data.

Generic signalling transport: The function that enables an A2IP signalling entity to communicate with a peer A2IP signalling entity independently of the underlying signalling transport.

Link characteristics: (See A2IP link characteristics.)

Local IP address: IP address to be used by the peer A2IP node to direct the user traffic.

Local UDP port number: UDP port number to be used by the peer A2IP node to direct the user traffic.

Nodal function: The functions that provide the bridge between incoming and outgoing protocol entities, perform the routing, and keep track of the A2IP resources.

Parameter: Information carried in a message. A parameter has a fixed, defined set of fields.

Protocol entity: The functions performed within an A2IP signalling entity that relate to the exchange of A2IP signalling information.

Remote IP address: IP address to be used by the A2IP node to direct the user traffic to the peer A2IP node.

Remote UDP port number: UDP port number to be used by the A2IP node to direct the user traffic to the peer A2IP node.

Signalling Association: A signalling capability that exists between two adjacent A2IP nodes to control the A2IP links as parts of A2IP connections. There may be one or more signaling associations between two adjacent A2IP nodes.

Signalling transport: A signalling link or network that connects two A2IP nodes.

Signalling transport converter: A function that converts the services provided by a particular signalling transport to the services required by the generic signalling transport.

Subfield: The smallest unit of information in a field that has its own functional meaning.

4
Abbreviations

	
	

	A2IP
	AAL type 2 - IP

	A2SU
	AAL type 2 Served User

	ANI
	Adjacent A2IP Node Identifier

	CAU
	Cause Parameter

	CFN
	Confusion Message

	DA2IPEA
	Destination A2IP Service Endpoint Address

	DESEA
	Destination E.164 Service Endpoint Address Parameter

	DNSEA
	Destination NSAP Service Endpoint Address 

	DS
	Differentiated Services

	DSAID
	Destination Signalling Association Identifier

	DSCP
	Differentiated Services Code Point

	ECF
	Establish Confirm Message

	ERQ
	Establish Request Message

	GST
	Generic Signalling Transport

	ID
	Identifier

	IP
	Internet Protocol

	IPLC
	Link Characteristics

	IPTA
	IP transport address

	IWF
	Interworking Function

	LM
	Layer Management

	LSB
	Least Significant Bit

	LT
	Link Type

	M
	Mandatory

	MOA
	Modification Acknowledge message

	MOD
	Modification Request message

	MOR
	Modification Reject message

	MSB
	Most Significant Bit

	MSIPLC
	Modify Support for Link Characteristics

	MTP3b
	Message Transfer Part level 3 using Q.2140

	REL
	Release Request Message

	NSAP
	Network Service Access Point

	O
	Optional

	OSAID
	Originating Signalling Association Identifier (Parameter)

	PIPLC
	Preferred Link Characteristics

	PHB
	Per-hop forwarding behavior

	QOS
	Quality of Service

	RES
	Reset Request Message

	RLC
	Release Confirm Message

	RSC
	Reset Confirm Message

	RTP
	Real-time Protocol

	SAID
	Signalling Association Identifier

	SAP
	Service Access Point

	SDL
	Specification and Description Language

	SDU
	Service Data Unit

	STC
	Signalling Transport Converter

	SUGR
	Served User Generated Reference

	SUT
	Served User Transport

	TCI
	Test Connection Indication

	UDP
	User Datagram Protocol


5
General framework of the A2IP signalling protocol

The A2IP signalling protocol provides the signalling capability to establish, release and maintain A2IP point-to-point links as part of A2IP connections. These services are accessible via the AAL type 2 served user service access point (A2SU-SAP) and the A2IP interworking function service access point (IWF-SAP).

The A2IP signalling protocol also provides maintenance functions associated with the A2IP signalling.

Two peer A2IP signalling entities rely on the generic signalling transport service to provide assured data transfer between them and service availability indications. These services are accessible via the Generic Signalling Transport Service Access Point (GST-SAP).

NOTE — Primitives over the A2SU-SAP, IWF-SAP, GST-SAP, and LM-SAP are used for descriptive purpose only. They do not imply a specific implementation.

Both peer A2IP signalling entities provide the same set of services.

The A2IP signalling entity is subdivided into protocol entities and nodal functions as shown in Figure 5-1/Q.IPALCAP.1. At an A2IP service endpoint, the A2IP signalling entity communicates with the AAL type 2 served user. At an A2IP interworking unit, the A2IP signalling entity communicates with an A2IP interworking function.
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NOTE 1— In every A2IP node, a signalling transport converter instance is associated with each A2IP signalling transport.

NOTE 2— The AAL type 2 signalling entity is outside the scope of this Recommendation and described elsewhere [delta spec].

NOTE 3— The A2IP interworking function is outside the scope of this Recommendation and described elsewhere [Q.A2IP-IWF].

FIGURE 5-1/Q.IPALCAP.1
A2IP signalling protocol reference architecture
Protocol Entities define the interactions between two adjacent A2IP nodes. A2IP signalling messages are exchanged between peer protocol entities using the generic signalling transport service.

The A2IP signalling is independent of the signalling transport, although an assured data transport is required and a message size limit applies. The Generic Signalling Transport Service used is defined in ITU-T Recommendation Q.2150.0 [12]. To adapt the Generic Signalling Transport Services to a specific signalling transport service, a signalling transport converter may be needed. The specification of signalling transport converters is beyond the scope of this Recommendation (see ITU-T Recommendation Q.2150.2 [22], ITU-T Recommendation Q.2150.1 [23], and ITU‑T Recommendation Q.2150.3 [28]).

The protocol entity is divided into several procedures as shown in Figure 5-2/Q.IPALCAP.1.
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FIGURE 5-2/Q.IPALCAP.1
Internal structure of the A2IP signalling protocol entity
The outgoing protocol procedures provide the mechanism to initiate an A2IP link / connection request. The incoming protocol procedures are applied when a request for an A2IP link / connection is received from a peer entity. Both of these procedures provide for the orderly release of an A2IP link / connection. The maintenance protocol procedures provide the mechanisms to align the status of the IP resources at the two adjacent A2IP nodes.

The unrecognized information procedures in the nodal function as well as in the protocol entities provide the forward compatibility mechanism, which enables extension of the protocol in the future.

The nodal function provides the bridge between incoming and outgoing protocol entities, performs the routing functionality, and keeps track of the IP resources.

5.1
Interface between the A2IP signalling entity and the AAL type 2 served user

5.1.1
Service provided by the A2IP signalling entity

The A2IP signalling entity provides the following services to the AAL type 2 served user across the A2SU-SAP:

· Establishment of A2IP connections,

· Release of A2IP connections, and

· Modification of A2IP connection resources.

The A2IP signalling protocol entity is independent of the AAL type 2 served user.

5.1.2
Primitives between A2IP signalling entity and the AAL type 2 served user

The A2SU-SAP primitives are used:

1)
by the originating served user to initiate A2IP connection establishment and by the originating and destination served users to initiate the release of a connection; and

2)
by the A2IP signalling entity to indicate an incoming connection to the destination served user and notifying either the originating or destination served user of the release of a connection.

3)
by the served user to originate an A2IP connection resource modification.

4)
by the A2IP signalling entity to indicate a modification of the A2IP connection resource to the modification receiving served user and notify the modification originating served user of the successful or unsuccessful modification.

NOTE — When sending a primitive between the signalling protocol and its user, the primitive needs to be associated with a particular A2IP connection instance. The mechanism used for this binding is considered to be an implementation detail and therefore is outside the scope of this Recommendation.

The services are provided through the transfer of primitives, which are summarized in Table 5-1/Q.IPALCAP.1, and are defined after the table.

The AAL type 2 served user passes information in parameters in the primitives. Some of those parameters are manda​tory and some are optional; the appropriate usage of the parameters is described in § 8.

TABLE 5-1/Q.IPALCAP.1
Primitives and parameters exchanged between the A2IP signalling entity and the AAL type 2 served user
	Primitive
	Type

	Generic Name
	Request
	Indication
	Response
	Confirm

	ESTABLISH
	DA2IPEA, SUGR, SUT, TCI, MSIPLC, IPLC, PIPLC, QOS
	SUGR, SUT, TCI, MSIPLC, IPLC, PIPLC, QOS
	MSIPLC
	MSIPLC

	RELEASE
	Cause
	Cause
	Not defined
	Cause

	MODIFY
	IPLC
	IPLC
	
	

	MODIFY-REJECT
	Cause
	Not defined
	Not defined
	Cause


a)
ESTABLISH.Request:

This primitive is used by the AAL type 2 served user to initiate the establishment of a new A2IP connection, and optionally request the capability for subsequent modification to be performed on the requested connection via MODIFY [g) through to k)], and MSIPLC or PIPLC parameters.

b)
ESTABLISH.Indication:

This primitive is used by the A2IP signalling entity to indicate that an incoming connection has been successfully established, and optionally indicate that the incoming connection is capable of subsequent modification via MODIFY [g) through to k)], and MSIPLC or PIPLC.

c)
ESTABLISH.Confirm:

This primitive is used by the A2IP signalling entity to indicate that the connection (which was previously requested by the served user) has successfully been established, and optionally indicate that the established connection is capable of subsequent modification via MODIFY [g) through to k)], and MSIPLC, or PIPLC parameters.

d)
RELEASE.Request:

This primitive is used by the AAL type 2 served user to initiate clearing of an A2IP connection.

e)
RELEASE.Indication:

This primitive is used by the A2IP signalling entity to indicate that an A2IP connection has been released.

f)
RELEASE.Confirm:

This primitive is used as a negative acknowledgement for an ESTABLISH.Request.

g)
MODIFY.Request:

This primitive is used by the AAL type 2 served user to originate the modification of the A2IP connection resource.
h)
MODIFY.Indication: 

This primitive is used by the A2IP signalling entity to indicate that the modification of the A2IP connection resource has been successfully performed.

i)
MODIFY.Response: 

This primitive is used by the AAL type 2 served user to respond to the modification of the A2IP connection resource.

j)
MODIFY.Confirm:

This primitive is used by the A2IP signalling entity to indicate that the A2IP connection resource modification (which was previously requested by the served user) has successfully been performed.

k)
MODIFY-REJECT.Confirm: 

This primitive is used by the A2IP signalling entity to indicate that the A2IP connection resource modification (which was previously requested by the served user) has been rejected.

5.1.3
Parameters between A2IP signalling entity and the AAL type 2 served user

a)
Destination A2IP Service Endpoint Address (DA2IPEA)

This parameter carries the endpoint address of the destination. It can have the form of an E.164 address or an NSAP address.

b)
Served User Generated Reference (SUGR)

This parameter carries a reference provided by the originating AAL type 2 served user and this reference is transported unmodified to the destination served user.

c)
Served User Transport (SUT)

This parameter carries the served user data that is transported unmodified to the destination served user.

d)
Test Connection Indicator (TCI)

By its presence, this parameter indicates that the A2IP connection to be established is a test con​nection.

e)
Link Characteristics (IPLC)

This parameter gives an indication of the resources required for the A2IP connection.

f)
Cause

This parameter describes the reason for the release of the A2IP connection. It also may indicate the reason why an A2IP connection could not be established.

g)
Modify Support for Link Characteristics (MSIPLC)

This parameter gives an indication that the Link Characteristics of the A2IP connection may need to be modified during the lifetime of the A2IP connection (ESTABLISH.Request) or are permitted to be modified (ESTABLISH.Indication and ESTABLISH.Confirm).

h)
Preferred Link Characteristics (PIPLC)

This parameter gives an indication that the Link Characteristics shall be set as indicated in this parameter if the modification of the Link Characteristics is permitted.

i)
Quality of Service (QOS)

This parameter indicates a request for an A2IP link with a specified Quality of Service.

5.2
Interface between the A2IP signalling entity and the A2IP Interworking Function

5.2.1
Service provided by the A2IP signalling entity

The A2IP signalling entity provides the following services to the A2IP interworking function across the IWF-SAP:

· Establishment of A2IP connections,

· Release of A2IP connections, and

· Modification of A2IP connection resources.

The A2IP signalling protocol entity is independent of the A2IP interworking function.

5.2.2
Primitives between A2IP signalling entity and the A2IP interworking function

The IWF-SAP primitives are used:

1)
by the A2IP interworking function to initiate establishment and release of A2IP links; and

2)
by the A2IP signalling entity to indicate an incoming A2IP link and connection establishment to the A2IP interworking function and notifying the A2IP interworking function of the release of a connection.

3)
by the A2IP interworking function to originate or to reject an A2IP link resource modification.

4)
by the A2IP signalling entity to indicate a modification of the A2IP link resource to the modification receiving A2IP interworking function and notify the modification originating A2IP interworking function of the successful or unsuccessful modification.

NOTE — When sending a primitive between the signalling protocol and its A2IP interworking function, the primitive needs to be associated with a particular A2IP link instance. The mechanism used for this binding is considered to be an implementation detail and therefore is outside the scope of this Recommendation.

The services are provided through the transfer of primitives, which are summarized in Table 5-2/Q.IPALCAP.1, and are defined after the table.

The A2IP interworking function passes information in parameters in the primitives. Some of those parameters are manda​tory and some are optional; the appropriate usage of the parameters is described in § 8.

TABLE 5-2/Q.IPALCAP.1
Primitives and parameters exchanged between the A2IP signalling entity and the A2IP interworking function
	Primitive
	Type

	Generic Name
	Request
	Indication
	Response
	Confirm

	ESTABLISH
	DA2IPEA, SUGR, SUT, TCI, MSIPLC, IPLC, PIPLC, QOS
	DA2IPEA,
SUGR, SUT,
TCI, MSIPLC, IPLC, PIPLC, QOS
	MSIPLC
	MSIPLC

	RELEASE
	Cause
	Cause
	Not defined
	Cause

	MODIFY
	IPLC
	IPLC 
	
	

	MODIFY-REJECT
	Cause
	Not defined
	Not defined
	Cause


a)
ESTABLISH.Request:

This primitive is used by the A2IP interworking function to initiate the establishment of a new A2IP link, and optionally request the capability for subsequent modification to be performed on the requested link via MODIFY [h) through to m)], and MSIPLC or PIPLC parameters.

b)
ESTABLISH.Indication:

This primitive is used by the A2IP signalling entity to indicate that an incoming A2IP link has been successfully established, and optionally indicate that this link is capable of subsequent modification via MODIFY [h) through to m)], and MSIPLC or PIPLC.

c)
ESTABLISH.Confirm:

This primitive is used by the A2IP signalling entity to indicate that the A2IP link (which was previously requested by the A2IP interworking function) has successfully been established, and optionally indicate that the established link is capable of subsequent modification via MODIFY [h) through to m)], and MSIPLC, or PIPLC parameters.

d)
ESTABLISH.Response:

This primitive is used by the A2IP interworking function to indicate that an the outgoing part of the A2IP connection has been successfully established, and optionally indicate that this part is capable of subsequent modification via MODIFY [h) through to m)], and MSIPLC, or PIPLC parameters.

e)
RELEASE.Request:

This primitive is used by the A2IP interworking function to initiate clearing of an A2IP link.

f)
RELEASE.Indication:

This primitive is used by the A2IP signalling entity to indicate that an A2IP link has been released.

g)
RELEASE.Confirm:

This primitive is used as a negative acknowledgement for an ESTABLISH.Request.

h)
MODIFY.Request:

This primitive is used by the A2IP interworking function to originate the modification of the A2IP link resource.
i)
MODIFY.Indication: 

This primitive is used by the A2IP signalling entity to indicate that the modification of the A2IP link resource has been successfully performed.

j)
MODIFY.Response: 

This primitive is used by the A2IP interworking function to respond to the modification of the A2IP link resource.

k)
MODIFY.Confirm:

This primitive is used by the A2IP signalling entity to indicate that the A2IP link resource modification (which was previously requested by the A2IP interworking function) has successfully been performed.

l)
MODIFY-REJECT.Request: 

This primitive is used by the A2IP interworking function for a negative acknowledgement of the A2IP link resource modification (which was previously received from the A2IP signalling entity).

m)
MODIFY-REJECT.Confirm: 

This primitive is used by the A2IP signalling entity to indicate that the A2IP link resource modification (which was previously requested by the A2IP interworking function) has been rejected.

5.2.3
Parameters between A2IP signalling entities and the A2IP interworking function

a)
Destination A2IP Service Endpoint Address (DA2IPEA)

This parameter carries the endpoint address of the destination of the A2IP connection. It can have the form of an E.164 address or an NSAP address.

b)
Served User Generated Reference (SUGR)

This parameter carries a reference provided by the AAL type 2 served user originating the A2IP connection and this reference is transported unmodified to the destination served user.

c)
Served User Transport (SUT)

This parameter carries the served user data that is transported unmodified to the destination served user.

d)
Test Connection Indicator (TCI)

By its presence, this parameter indicates that the A2IP connection to be established is a test con​nection.

e)
Link Characteristics (IPLC)

This parameter gives an indication of the resources required for the A2IP link.

f)
Cause

This parameter describes the reason for the release of the A2IP link. It also may indicate the reason why an A2IP link/connection could not be established.

g)
Modify Support for Link Characteristics (MSIPLC)

This parameter gives an indication that the Link Characteristics of the A2IP link may need to be modified during the lifetime of the A2IP connection (ESTABLISH.Request) or are permitted to be modified (ESTABLISH.Indication and ESTABLISH.Confirm).

h)
Preferred Link Characteristics (PIPLC)

This parameter gives an indication that the Link Characteristics shall be set as indicated in this parameter if the modification of the Link Characteristics is permitted.

5.3
Interface between the A2IP signalling entity and the generic signalling transport

§5.2/Q.2630.2 applies with “AAL type 2 signalling entity” replaced by “A2IP signalling entity”.

5.4
Interface between the A2IP signalling entity and layer management

5.4.1
Service provided by layer management

This interface provides the internal interface to the network management system.

5.4.2
Primitives between A2IP signalling entity and layer management

The primitives are summarized in Table 5-4/Q.IPALCAP.1, and are defined after the table.

TABLE 5-4/Q.IPALCAP.1
Primitives and parameters exchanged between the A2IP signalling entities and layer management

	Primitive
	Type

	Generic Name
	Request
	Indication
	Response
	Confirm

	RESET
	ANI, IPTA
	ANI, IPTA
	Not defined
	‑

	STOP-RESET
	ANI, IPTA
	Not defined
	Not defined
	Not defined

	ERROR
	Not defined
	ANI, IPTA, Cause
	Not defined
	Not defined

	‑   :
This primitive has no parameters


NOTE — When sending a primitive between the A2IP signalling entity and layer management, the primitive needs to be associated with a particular management action instance. The mechanism used for this binding is considered to be an implementation detail and, therefore, is outside the scope of this Recommendation.

a)
RESET.Request:


A primitive to request the A2IP signalling entity to reset a particular A2IP link or all A2IP links associated with a signalling association to the “Idle” state and to indicate this to the peer AAL type 2 signalling entity.

b)
RESET.Indication:


A primitive indicating that the A2IP signalling entity has reset a particular A2IP link or all A2IP links associated with a signalling association to the “Idle” state on the request of the peer A2IP signalling entity.

c)
RESET.Confirm:


A primitive indicating that the A2IP signalling entity has successfully informed the peer A2IP signalling entity of the resetting of a particular A2IP link or of all A2IP links associated with a signalling association.

d)
STOP-RESET.Request:

A primitive to request the A2IP signalling entity to stop a reset procedure.

e)
ERROR.Indication:

A primitive to indicate any operational errors in the A2IP signalling procedures.

5.4.3
Parameters between A2IP signalling entity and layer management

a)
IP Transport Address (IPTA)

This parameter allows for the identification of:

i)
all A2IP links between two adjacent A2IP nodes associated with a signalling association; or

ii)
a particular A2IP link.

b)
Cause

This parameter gives the reason of an operational error.

c)
Adjacent A2IP Node Identifier (ANI)

This parameter is used to unambiguously indicate an adjacent A2IP node.

6
Forward and backward compatibility

§6/Q.2630.2 applies with “AAL type 2 protocol” replaced by “A2IP protocol”.

7
Format and coding of the A2IP signalling protocol

7.1
Coding conventions for the A2IP signalling protocol

§7.1/Q.2630.2 applies with “AAL type 2” replaced by “A2IP”.

7.2
Format and coding of the A2IP signalling protocol messages

7.2.1
A2IP signalling protocol messages

The A2IP signalling protocol messages and their message identifiers are shown in Table 7-1/Q.IPALCAP.1.

TABLE 7-1/Q.IPALCAP.1
A2IP messages and the coding of the message identifiers
	Message
	Acronym
	Message Identifier

	Confusion
	CFN
	0 0 0 0 0 0 1 1

	Establish Confirm
	ECF
	0 0 0 0 0 1 0 0

	Establish Request
	ERQ
	0 0 0 0 0 1 0 1

	Modify Acknowledge 
	MOA
	0 0 0 0 1 1 0 0

	Modify Reject 
	MOR
	0 0 0 0 1 1 0 1

	Modify Request 
	MOD
	0 0 0 0 1 1 1 0

	Release Confirm
	RLC
	0 0 0 0 0 1 1 0

	Release Request
	REL
	0 0 0 0 0 1 1 1

	Reset Confirm
	RSC
	0 0 0 0 1 0 0 0

	Reset Request
	RES
	0 0 0 0 1 0 0 1


NOTE — The set of A2IP protocol messages shown in Table 7-5/Q.IPALCAP.1 is a subset of AAL type 2 protocol messages as defined in [Q.2630.2]

7.2.2
Parameters of the A2IP signalling protocol messages

The parameters of the A2IP signalling protocol messages are shown in Table 7-2/Q.IPALCAP.1. The indications of "mandatory" and "optional" are for information only. The authoritative definition is given in § 8. If any difference between the indications in this clause and the definitions in § 8 exists, the definitions in § 8 take precedence.

Multiple presence of the same parameter in a single message is not permitted.

TABLE 7-2/Q.IPALCAP.1 (part 1 of 2)
Parameters of the A2IP signalling protocol messages
	Parameter
	Message

	
	ERQ
	ECF
	REL
	RLC
	MOD
	MOA
	MOR

	Cause
	—
	—
	M
	5)
	—
	—
	M

	IP Transport Address
	M
	M
	—
	O
	—
	—
	—

	Destination E.164 Service Endpoint Address
	3)
	—
	—
	—
	—
	—
	—

	Destination NSAP Service Endpoint Address
	3)
	—
	—
	—
	—
	—
	—

	Destination Signalling Association Identifier 1)
	2)
	M
	M
	M
	M
	M
	M

	Link Characteristics
	O7)
	—
	—
	—
	O
	—
	—

	Modify Support for Link Characteristics
	O
	O
	—
	—
	—
	—
	—

	Originating Signalling Association Identifier
	M
	M
	—
	—
	—
	—
	—

	Preferred Link Characteristics
	O6)
	—
	—
	—
	—
	—
	—

	Served User Generated Reference
	O
	—
	—
	—
	—
	—
	—

	Served User Transport
	O
	—
	—
	—
	—
	—
	—

	IP QoS
	O
	
	
	
	
	
	

	Link Type
	O
	
	
	
	
	
	

	Test Connection Indicator
	O
	—
	—
	—
	—
	—
	—

	M
Mandatory parameter
O
Optional parameter
—
Parameter not present

NOTES

1
This row designates the Destination Signalling Association Identifier field in the message header.

2
The Destination Signalling Association Identifier field contains the value “unknown”.

3
Exactly one of these parameters must be present in an instance of the message.

4
At most one of these parameters is present in an instance of the message.

5
The “Cause” parameter is present in the Release Confirm message if
a)
the RLC is used to reject a connection establishment, or
b)
the cause reports unrecognized information received in the REL message.

6
This parameter may only be included if “Modify Support for Link Characteristics” is included.

7
If Modify Support for Link Characteristics parameter is included, this parameter shall be included also.


TABLE 7-2/Q.IPALCAP.1 (part 2 of 2)
Parameters of the A2IP signalling protocol messages

	Parameter
	Message

	
	RES
	RSC
	CFN

	Cause
	—
	3)
	M

	IP Transport Address
	M
	—
	—

	Destination Signalling Association Identifier 1)
	2)
	M
	M

	Originating Signalling Association Identifier
	M
	—
	—

	M
Mandatory parameter
O
Optional parameter
—
Parameter not present

NOTES

1
This row designates the Destination Signalling Association Identifier field in the message header.

2
The Destination Signalling Association Identifier field contains the value “unknown”.

3
The “Cause” parameter is present only if the cause reports unrecognized information received.


The identifiers of the A2IP message parameters are defined in Table 7-3/Q.IPALCAP.1.

TABLE 7-3/Q.IPALCAP.1
Identifiers of the A2IP message parameters
	A2IP Parameter
	Ref.
	Acronym
	Identifier

	Cause
	7.3.1
	CAU
	0 0 0 0 0 0 0 1

	IP Transport Address
	7.3.2
	IPTA
	1 1 1 1 1 1 0 1

	Destination E.164 Service Endpoint Address
	7.3.3
	DESEA
	0 0 0 0 0 0 1 1

	Destination NSAP Service Endpoint Address
	7.3.4
	DNSEA
	0 0 0 0 0 1 0 0

	Link Characteristics
	7.3.5
	IPLC
	0 0 0 0 0 1 0 1

	Modify Support for Link Characteristics
	7.3.11
	MSIPLC
	0 0 0 0 1 1 1 0

	Originating Signalling Association Identifier
	7.3.6
	OSAID
	0 0 0 0 0 1 1 0

	Preferred Link Characteristics
	7.3.10
	PIPLC
	0 0 0 1 0 0 0 1

	Served User Generated Reference
	7.3.7
	SUGR
	0 0 0 0 0 1 1 1

	Served User Transport
	7.3.8
	SUT
	0 0 0 0 1 0 0 0

	Test Connection Indicator
	7.3.9
	TCI
	0 0 0 0 1 1 0 1

	Link Type
	7.3.13
	LT
	1 1 1 1 1 1 1 0

	IP Quality of Service
	7.3.12
	QOS
	1 1 1 1 1 1 0 0


7.3
Parameter specification of the A2IP signalling protocol messages

7.3.1
Cause

§7.3.1/Q.2630.2 shall apply.

7.3.2
IP Transport Address

The sequence of fields in the IP transport address parameter is shown in Table 7-4/Q.IPALCAP.1.

TABLE 7-4/Q.IPALCAP.1
Sequence of fields in the IP transport address parameter
	Field No.
	Field
	Ref.

	1
	UDP port number
	7.4.2

	2
	IP address
	7.4.3


	IP address
	UDP port number
	Meaning

	Null
	ignored
	All A2IP links toward an adjacent A2IP node

	Value
	Value
	The combination of both values uniquely identifies an IP link between adjacent A2IP nodes


7.3.3
Destination E.164 service endpoint address

§7.3.3/Q.2630.2 shall apply.

7.3.4
Destination NSAP service endpoint address

§7.3.4/Q.2630.2 shall apply.

7.3.5
Link characteristics

The sequence of fields in the link characteristics parameter is shown in Table 7-5/Q.IPALCAP.1.

TABLE 7-5/Q.IPALCAP.1
Sequence of fields in the link characteristics parameter
	Field No.
	Field
	Ref.

	1
	Maximum SDU Bit Rate
	Note 1

	2
	Average SDU Bit Rate
	Note 1

	3
	Maximum SDU Size
	Note 2

	4
	Average SDU Size
	Note 2

	NOTE 1 ‑ This field is coded as a SDU Bit Rate field (see 7.4.4).
NOTE 2 ‑ This field is coded as a SDU Size field (see 7.4.5).


7.3.6
Originating signalling association identifier

§7.3.6/Q.2630.2 shall apply.

7.3.7
Served user generated reference

§7.3.7/Q.2630.2 shall apply.

7.3.8
Served user transport

§7.3.8/Q.2630.2 shall apply.

7.3.9
Test connection indicator

§7.3.13/Q.2630.2 shall apply.

7.3.10
Preferred Link Characteristics

The sequence of fields in the preferred link characteristics parameter is shown in Table 7-6/Q.IPALCAP.1.

Table 7-6/Q.IPALCAP.1
Sequence of fields in the preferred link characteristics parameter
	Field No.
	Field
	Ref.

	1
	Maximum SDU Bit Rate
	Note 1

	2
	Average SDU Bit Rate
	Note 1

	3
	Maximum SDU Size
	Note 2

	4
	Average SDU Size
	Note 2

	NOTE 1 ‑ This field is coded as a SDU Bit Rate field (see 7.4.4).
NOTE 2 ‑ This field is coded as a SDU Size field (see 7.4.5).


7.3.11
Modify Support for Link Characteristics

§7.3.20/Q.2630.2 shall apply.

7.3.12
IP QoS

The sequence of fields in the IP QoS parameter is shown in Table 7-7/Q.IPALCAP.1.

Table 7-7/Q.IPALCAP.1
Sequence of fields in the IP QoS parameter

	Field No.
	Field
	Ref.

	1
	IP QoS codepoint
	7.4.6


7.3.13
Link Type

The sequence of fields in the Link Type parameter is shown in Table 7-8/Q.IPALCAP.1.

Table 7-8/Q.IPALCAP.1
Sequence of fields in the Link Type parameter

	Field No.
	Field
	Ref.

	1
	Link Type
	7.4.7


7.4
Field specification of the A2IP signalling protocol parameters

7.4.1
Compatibility

§7.4.1/Q.2630.1 shall apply.

7.4.2
UDP port number

The structure of the UDP port number field is shown in Table 7-9/Q.IPALCAP.1; the field is a fixed size field of 2 octets.

TABLE 7-9/Q.IPALCAP.1
Structure of the UDP port number field
	
	8
	7
	6
	5
	4
	3
	2
	1
	

	
	
	Octet 1

	
	
	Octet 2


7.4.3
IP address
The structure of the IP address field is shown in Table 7-10/Q.IPALCAP.1; the field is a variable size field.

TABLE 7-10/Q.IPALCAP.1
Structure of the IP address field
	
	8
	7
	6
	5
	4
	3
	2
	1
	

	
	Field Length
	Octet 1

	
	
	Octet 2

	
	IP Address
	

	
	
	Octet n


Depending on the IP version in use the length of the IP address field is either 4 (IPv4) or 16 (IPv6).

BP Editor’s Note:
The coding of this field has to be specified. Are there any precedent that can be referenced?

7.4.4
SDU bit rate

The structure of the SDU bit rate field is shown in Table 7-11/Q.IPALCAP.1; the field is a fixed size field of 4 octets.

TABLE 7-11/Q.IPALCAP.1
Structure of the SDU bit rate field
	
	8
	7
	6
	5
	4
	3
	2
	1
	

	
	SDU bit rate in the forward direction
	Octet 1
Octet 2

	
	SDU bit rate in the backward direction
	Octet 3
Octet 4


This field may be used to convey the maximum SDU bit rate or the average SDU bit rate.

The maximum SDU bit rate is defined as the maximum bandwidth, available to the AAL type 2 served user or the A2IP interworking function in the specified direction. The maximum bandwidth is the maximum ratio of the amount of bits transported during the inter-departure time between two subsequent SDUs, and that inter-departure time. Allowed values are 0 to 2 048 kbit/s. The granularity is 64 bit/s.

The average SDU bit rate is defined as the total expected amount of bits transported in the specified direction during the holding time of the connection, divided by the holding time of the connection. The average bit rate is also expected to be valid for the time interval between any two active periods. Allowed values are 0 to 2 048 kbit/s. The granularity is 64 bit/s.

7.4.5
SDU size

The structure of the SDU size field is shown in Table 7-12/Q.IPALCAP.1; the field is a fixed size field of 4 octets.

TABLE 7-12/Q.IPALCAP.1
Structure of the SDU size field
	
	8
	7
	6
	5
	4
	3
	2
	1
	

	
	SDU size in the forward direction
	Octet 1

	
	
	Octet 2

	
	SDU size in the backward direction
	Octet 3

	
	
	Octet 4


This field may be used to convey the maximum SDU size or the average SDU size.

The maximum SDU size is defined as the largest SDU size, in octets, allowed to be sent in the specified direction during the holding time of the connection. Allowed values are 1 to 65 535.

The average SDU size is defined in the specified direction as the expected number of transported octets divided by the number of transported SDUs during the holding time of the connection. The average SDU size is also expected to be valid for the time interval between any two active periods. Allowed values are 1 to 65 535.

7.4.6
IP QoS

The structure of the IP QoS field is shown in Table 7‑13.

Table 7-13/Q.IPALCAP.1
Structure of the IP QoS field
	
	8
	7
	6
	5
	4
	3
	2
	1
	

	
	DSCP
	reserved
	Octet 1


The “IP QoS codepoint” field accommodates the “Differentiated Services Codepoint (DSCP) Values” as specified by the IETF in RFC2472 [], RFC2597 [], and RFC2598 with the following encoding:

000000
Background

000001
(
    to
(     spare

001001
(
001010
AF11

001011
(
    to
(     spare

010001
(
010010
AF21

010011
(
    to
(     spare

011001
(
011010
AF31

011011
spare

011100
AF32

011101
spare

011110
AF33

011111
(
    to
(     spare

101101
(
101110
EF

101111
(
    to
(     spare

111111
(
7.4.7
Link Type

The structure of the Link Type field is shown in Table 7‑14.

Table 7-14/Q.IPALCAP.1
Structure of the Link Type field
	
	8
	7
	6
	5
	4
	3
	2
	1
	

	
	reserved
	Link Type
	Octet 1


The “Link Type” specifies whether UDP[UDP] or RTP[RTP]/UDP[UDP] is used on the A2IP link and has the following encoding:

0000
spare

0001
UDP

0010
RTP/UDP

0011
(
    to
(     spare

1111
(
8
Procedure of the A2IP signalling protocol

Each A2IP connection request (regardless of coming directly from an AAL type 2 served user or from an A2IP interworking function) shall contain an A2IP service endpoint address which indicates the destination of the intended A2IP connection instance. This information is used to route the A2IP connection via the IP and AAL type 2 network to its destination endpoint. In capability set 1, the supported address formats are: NSAP and E.164.

It is up to the application area or the operator of a particular network to decide what addressing plan is used in the IP and AAL type 2 network. 

NOTE — Causes in the procedures defined in § 8 specify which ITU-T standardized code should be used in cause parameters of A2IP signalling protocol messages. Implementation dependent non-standardized causes may be used for A2IP signalling entity internal processing and for A2SU-SAP, IWF-SAP, and LM-SAP cause primitive parameters.

The Destination Service Endpoint Address, the Served User Generated Reference, the Served User Transport, the Link Characteristics, the Preferred Link Characteristics, the Modify Support for Link Characteristics, the Connection Priority, and the Test Connection Indicator shall not be modified by the nodal function. The Served User Generated Reference and the Served User Transport are parameters with significance to the served user only; therefore, they shall not be examined by the nodal function.

8.1
Compatibility

NOTE — The content of §8.1 is identical with §8.1/Q.2630.2 with the exclusion of all blocking related messages and with the inclusion of A2IP interworking units.

8.1.1
General requirements on receipt of unrecognized signalling information

It may happen that a node receives unrecognized signalling information, i.e. messages, parameter types or subfield values. This can typically be caused by the upgrading of the signalling system used by other nodes in the network. In these cases the following compatibility procedures are invoked to ensure the predictable network behaviour.

All messages and parameters shall include a compatibility field generated by the nodal function.

The procedures to be used on receipt of unrecognized information make use of:

· compatibility field received in the same message as the unrecognized information;

· the cause parameter containing a cause value and diagnostics;

· the confusion message and the release request message (maintaining the signalling association); and

· the release confirm message, and the reset confirm message (terminating the signalling association).

The following causes are used:

· "message type non-existent or not implemented";

· "information element/parameter non-existent or not implemented"; or

· "message with unrecognized parameter, discarded".

For all the above causes a diagnostic field is included containing, dependent on the cause, the message identifier and zero, one, or more pairs of parameter identifier and field number.

The procedures are based on the following assumptions:

i)
Since nodes can be both national and international nodes, the compatibility mechanism is applicable to the national and international network.

ii)
If a node receives a confusion message, a release request message, a release confirm message, or a reset confirm message indicating an unrecognized message or parameter received, it assumes interaction with a node supporting a different functional level.

NOTE — A node may be at a different functional level due to having implemented a different capability set or another subset of the protocol specified in this Recommendation.

When an unrecognized parameter or message is received, the node will find some corresponding instructions contained in the parameter compatibility information or message compatibility field respectively. The message compatibility field contains the instructions specific for the handling of the complete message.

The instruction indicators consist of two subfields, one to indicate how to handle unrecognized parameters or messages and the other to indicate what to do when an unrecognized parameter or message cannot be passed on. The following general rules apply to the interpretation of these instruction indicators:

a)
"Reserved" subfields of the compatibility field are not examined. They may be used by future capability sets of this Recommendation; in this case, the future capability sets will set the currently defined instruction indicators to a reasonable value for nodes implementing the current capability set. This rule ensures that more types of instructions can be defined in the future without creating a backward compatibility problem.

b)
At an A2IP node, the connection is released, using normal release procedures, if the instruction indicator is set to "release connection".

c)
At an A2IP node if the instruction indicator is set to: "Discard message", or "Discard parameter", the message or parameter is discarded, as instructed. If the send notification indicator is set to "send notification", the appropriate message is issued towards the node that sent the unrecognized information:

A confusion message is sent in response to an establish request message, an establish confirm message or in response to an unrecognized message.

The appropriate confirm message is sent in response to a release request message, or reset request message.

No response is returned in response to a confusion message, release confirm message, or reset confirm message.

d)
At an A2IP node, if the instruction indicator is set to "pass-on", the unrecognized message or parameter is passed to the signalling association on the other side of the AIP2 node used for this connection. If the ability to "pass-on" is not possible at an A2IP node, then the instruction indicators "pass-on not possible" are examined.

NOTE — Examples of where "pass-on" might not be possible are: At A2IP service endpoints, or in A2IP interworking units in inter-operator situations, where "pass-on" might depend on bilateral agreements.

e)
For the case of an unrecognized parameter, it is possible for the instruction to require that either the unrecognized parameter or the whole message is discarded. This provides for the case where the sending node determines that it is not acceptable for the message to continue being processed without this parameter.

8.1.2
Procedures for the handling of the unrecognized messages or parameters

If the unrecognized signalling information is received, an ERROR.Indication primitive with an appropriate cause (described in the following sections) is sent to layer management, except when the action taken is to pass on the message or parameter transparently.

A confusion message must not be issued in response to the following messages:

	· Confusion
	· Reset request

	· Release request
	· Reset confirm

	· Release confirm
	· 


Any unrecognized parameters received in the following messages are discarded:

	· Confusion

	· Release confirm

	· Reset confirm


8.1.2.1
Unrecognized messages

Depending on the instructions received in the message compatibility field, a node receiving an unrecognized message will either:

a)
transfer the message transparently;

b)
discard the message;

c)
discard the message and send notification; or

d)
release the connection.

The release request in case d) and the confusion message in case c) shall include the cause "Message type non-existent or not implemented", followed by a diagnostic field containing only the message identifier.

8.1.2.2
Unrecognized parameters

Unexpected parameters (a parameter in the "wrong" message) are handled like unrecognized parameters.

Depending on the instructions received in the parameter compatibility information field, a node receiving an unrecognized parameter will either:

a)
transfer the parameter transparently;

b)
discard the parameter;

c)
discard the parameter and send notification;

d)
discard the message;

e)
discard the message and send notification; or

f)
release the connection.

In case c), the confusion message shall include the cause "Information element/parameter non-existent or not implemented" followed by a diagnostic field containing the message identifier and containing pairs of parameter identifier and field number for each unrecognized parameter; the field number in each pair is set to "zero".

n case e), the confusion message shall include the cause "Message with unrecognized parameter, discarded", followed by a diagnostic field containing the message identifier and a parameter identifier (of the first detected unrecognized parameter which caused the message to be discarded) and a field number set to "zero". A confusion message may refer to multiple unrecognized parameters.

A node receiving a message including multiple unrecognised parameters shall process the different instruction indicators, associated with those parameters, according to the following order:

1)
release the connection;

2)
discard the message and send notification;

3)
discard the message.

A release request message shall include the cause "Information element/parameter non-existent or not implemented" followed by a diagnostic field containing the message identifier, the parameter identifier (of the first detected unrecognized parameter which caused the connection to be released), and a field number set to "zero".

If a release request message is received containing an unrecognized parameter, depending on the instructions received in the parameter compatibility field the node will either:

· transfer the parameter transparently;

· discard the parameter; or

· discard the parameter and send a cause "Information element/parameter non-existent or not implemented", in the release confirm message; the diagnostic field contains the message identifier and one or more pairs of parameter identifier and field number indicating all parameters that match the cause value; the field number of all pairs contains the null value.

If a reset request message is received containing an unrecognized parameter, depending on the instructions received in the parameter compatibility field the node will either:

· discard the parameter; or

· discard the parameter and send a cause "Information element/parameter non-existent or not implemented", in the reset confirm message; the diagnostic field contains the message identifier and one or more pairs of parameter identifier and field number indicating all parameters that match the cause value; the field number of all pairs contains the null value.

8.1.2.3
Unrecognized fields

There exists no specific compatibility information for each field. For all fields contained in a parameter, the compatibility information of the parameter applies. 

Any value in a subfield that is marked as "spare", "reserved" or "national use" is regarded as unrecognized and the procedures as stated for unrecognized parameters apply except that the field number is coded in the diagnostics field.

8.1.3
Procedures for the handling of responses indicating unrecognized information has been sent

Action taken on receipt of responses indicating unrecognized information has been sent at an originating or terminating A2IP node will depend on the connection state and the affected service.

The definition of any procedure that is outside the basic connection setup protocol, as defined in this Recommendation, should include procedures for handling responses that indicate that another node has received, but not recognized, information belonging to that procedure. The procedure receiving this response should take the appropriate actions.

The default action taken on receipt of a confusion message is to discard the message without disrupting normal connection processing.

8.2
Nodal functions

8.2.1
Nodal functions for A2IP nodes with served user interaction

8.2.1.1
Connection control

8.2.1.1.1
Successful connection set up

8.2.1.1.1.1
Actions at the originating A2IP service endpoint

When the nodal function receives an ESTABLISH.Request primitive from the AAL type 2 served user, the following restrictions on the optionality of the parameters of the primitive apply:

· The Preferred Link Characteristics parameter shall only be present if the Modify Support for Link Characteristics parameter is present also;

· The Link Characteristics parameter shall be present if the Modify Support for Link Characteristics parameter is present also.

The nodal function analyses the routing information and selects a route with sufficient IP resources to the succeeding A2IP node.

NOTE 1 — Routing typically is based on:

· Addressing information,

· The Test Connection Indicator,

· Link Characteristics, and

· Requested Link Type.

For the outgoing A2IP link, a local IP address, a local UDP port number, and other resources (e.g. indicated by Link Characteristics) are allocated.

An outgoing protocol entity instance is invoked and the following parameters are passed to it: The Destination A2IP Service Endpoint Address, the IP address, and the UDP port number. The nodal function shall pass the following parameters to the outgoing protocol entity instance only if they were conveyed by the originating AAL type 2 served user: The Link Characteristics, the Preferred Link Characteristics, the Modify Support for Link Characteristics, the Served User Generated Reference, the Served User Transport, the IP Quality of Service value, and the Test Connection Indicator. The handling of Link Characteristics, and Modify Support for Link Characteristics parameters is specified in Annex A.

NOTE 2 — Through-connection of the transmission path at A2IP service endpoints is not specified by this Recommendation. It may be controlled by the AAL type 2 served user.

NOTE 3 – Through-connection of A2IP links and AAL type 2 links at A2IP interworking units is not specified by this Recommendation. It may be controlled by the A2IP interworking function.

After receiving an indication of the successful A2IP connection setup from the outgoing protocol entity instance, an ESTABLISH.Confirm primitive is sent to the AAL type 2 served user. If a Modify Support for Link Characteristics parameter was received from the outgoing protocol instance, a Modify Support for Link Characteristics parameter shall be included in the ESTABLISH.Confirm primitive. The handling of Link Characteristics, and Modify Support for Link Characteristics parameter is specified in Annex A.

8.2.1.1.1.2
Actions at the destination A2IP service endpoint

Upon receiving an indication from an incoming protocol entity instance requesting a new connection, the nodal function checks the availability of a suitable IP address and UDP port number and of other resources, e.g., indicated by Link Characteristics. The handling of Link Characteristics, and Modify Support for Link Characteristics parameter is specified in Annex A.

If a local IP address, a local UDP port number and the other resources are available for the new connection, they are allocated to the new connection and then the A2IP Service endpoint address is examined. The nodal function determines that the destination A2IP service endpoint has been reached.

The nodal function acknowledges the successful A2IP connection establishment towards the incoming protocol entity instance. The handling of Link Characteristics, and Modify Support for Link Characteristics parameter is specified in Annex A.

NOTE 1 — Through-connection of the transmission path at A2IP service endpoints is not specified by this Recommendation. It may be controlled by the AAL type 2 served user.

8.2.1.1.2
Unsuccessful/abnormal connection set up

8.2.1.1.2.1
Actions at the originating A2IP service endpoint

If the allocation of a local IP address, a local UDP port number, or other resources for the outgoing A2IP link described in § 8.2.1.1.1.1 fails, a RELEASE.Confirm primitive is returned to the AAL type 2 served user with one of the following causes:

· "Unallocated (unassigned) number";

· "No route to destination";

· "No circuit/channel available";

· "Resource unavailable, unspecified";

· "Network out of order"; or

· "Temporary failure".

If A2IP node internal resources are not available, a RELEASE.Confirm primitive is sent to the AAL type 2 served user with the cause "Switching equipment congestion".

Upon receiving a negative acknowledgement for the connection setup request from the outgoing protocol entity instance, all the resources associated with this A2IP link are released and made available for new traffic. The association to the outgoing protocol entity instance is released.

If no further connection attempt is made, the A2IP node internal resources are released and a RELEASE.Confirm primitive is sent to the AAL type 2 served user with the cause received from the outgoing protocol entity instance.

Upon receiving an indication from the outgoing protocol entity instance that a timer has expired, the association to the outgoing protocol entity instance is released and a reset procedure is started (see § 8.2.1.2.1.1 case 2 a)). The A2IP node internal resources are released. A RELEASE.Confirm primitive is sent to the AAL type 2 served user with the cause received from the outgoing protocol entity instance, i.e. "Recovery on timer expiry".

8.2.1.1.2.2
Actions at the destination A2IP service endpoint

If resources for the incoming A2IP connection are not available, the nodal function requests the incoming protocol entity instance to reject the A2IP connection with one of the following causes as applicable:

· "Resource unavailable, unspecified"; or

· "Requested circuit/channel not available".

The association between the nodal function entity and its incoming protocol entity instance is released. 

If A2IP node internal resources are not available, a negative acknowledgement for the connection setup request shall be returned to the incoming protocol entity instance with the cause "Switching equipment congestion". The resources allocated to the incoming A2IP connection are released and the association between the incoming protocol entity instance and the nodal function is released.

8.2.1.1.3
Normal connection release

8.2.1.1.3.1
Actions at the A2IP service endpoint that originates the release

When the nodal function at an A2IP endpoint receives a RELEASE.Request primitive from the AAL type 2 served user, it requests the protocol entity instance to release the connection. The request carries the cause of the release, which shall be "Normal, unspecified" in case of normal connection release.

Upon acknowledgement of the successful connection release from the protocol entity instance, all the resources associated with this A2IP link are released and made available for new traffic, and the A2IP node internal resources are released. The association to the protocol entity instance is released.

8.2.1.1.3.2
Actions at the A2IP service endpoint that receives the release

When the nodal function at an A2IP endpoint receives a request from a protocol entity instance to clear the connection, all the resources associated with this A2IP link are released and made available for new traffic, and the A2IP node internal resources are released. The release is confirmed to the protocol entity instance and a RELEASE.Indication primitive with the cause received from the protocol entity instance is sent to the AAL type 2 served user. The association between the nodal function and the protocol entity instance is released.

8.2.1.1.4
Abnormal connection release procedures

When the nodal function at an A2IP endpoint receives an indication from the protocol entity instance that a timer has expired, the association to the protocol entity instance is released and a maintenance protocol entity instance is ordered to start a reset procedure.

8.2.1.1.5
Successful modification

8.2.1.1.5.1
Actions at the A2IP service endpoint originating the modification request

When the nodal function receives a MODIFY.Request primitive from the AAL type 2 served user, it checks the availability of resources indicated by the A2IP connection resource. If the resources are available for the connection, they are reserved for the connection.

The protocol entity instance is informed of the modification request and the A2IP connection resource information is passed to it.

After receiving an indication of the successful A2IP connection resource modification from the protocol entity instance, the reserved additional resources are allocated to the connection or resources no longer required for this A2IP connection are freed. A MODIFY.Confirm primitive is then sent to the AAL type 2 served user.

8.2.1.1.5.2
Actions at the A2IP service endpoint receiving the modification request

Upon receiving an indication from a protocol entity instance requesting modification of the A2IP connection resource, the nodal function checks the availability of resources indicated by the A2IP connection resource information. If the resources are available for the connection, they are reserved for the connection.

A MODIFY.Indication primitive is sent to the AAL type 2 served user to inform it of the modification of AAL type 2 connection resource.

Upon receiving a MODIFY.Response from the AAL type 2 served user, the reserved additional resources are allocated to the connection or resources no longer required for this A2IP connection are freed. The nodal function acknowledges the successful A2IP connection resource modification towards the protocol entity instance.

8.2.1.1.6
Unsuccessful/abnormal modification

8.2.1.1.6.1
Actions at the A2IP service endpoint originating the modification request

If the required resources are not available, a MODIFY-REJECT.Confirm primitive is returned to the AAL type 2 served user with the cause “Resource unavailable, unspecified”.

Upon receiving a negative acknowledgement for the modification request from the protocol entity instance, all additional resources reserved for the modification request are freed. A MODIFY-RE​JECT.Confirm primitive is sent to the AAL type 2 served user with the cause received from the protocol entity instance.

Upon receiving an indication from the outgoing protocol entity instance that a timer has expired, the association to the outgoing protocol entity instance is released and a reset procedure is started (see § 8.2.1.2.1.1/ case 2a). The A2IP node internal resources are released. A RELEASE.Indication primitive is sent to the AAL type 2 served user with the cause received from the outgoing protocol entity instance, i.e., “Recovery on timer expiry”.

8.2.1.1.6.2
Actions at the A2IP service endpoint receiving the modification request

If the required resources are not available, the nodal function requests the protocol entity instance to reject the A2IP modification request with the cause “Resource unavailable, unspecified”.

8.2.1.1.7
Connection release during modification

8.2.1.1.7.1
Actions at the A2IP service endpoint

When the nodal function receives a RELEASE.Request primitive from the AAL type 2 served user or an indication of connection release from the protocol entity instance during the modification procedures, the nodal function will continue with normal connection release procedures.

8.2.1.2
Maintenance control

8.2.1.2.1
Reset

The reset procedure is invoked under abnormal conditions such as when the current status of the A2IP links is unknown or ambiguous, for example, an A2IP node that has suffered memory mutilation will not know the status of one or several A2IP links. All the affected A2IP links and any associated resources (e.g. bandwidth, etc.) between the two adjacent A2IP nodes shall be released. The resources are made available for new traffic.

The reset procedure covers the following two cases:

1)
Case 1: Reset all A2IP links associated with a signalling association between two adjacent A2IP nodes.

2)
Case 2: Reset a single A2IP link between two adjacent A2IP nodes.

The reset procedure should be initiated when:

a)
Signalling anomalies are detected by the A2IP signalling entity. The following anomalies are detected by the protocol procedures and are indicated to the nodal function:

Timer "Timer_ERQ" expiry - Action: Reset the single A2IP link associated with the outgoing protocol entity instance.

Timer "Timer_REL" expiry - Action: Reset the single A2IP link associated with the in​coming or outgoing protocol entity instance.

Timer “Timer_MOD” expiry ‑ Action: Reset the single A2IP link associated with the in​coming or outgoing protocol entity instance.

b)
Maintenance action is required to recover from abnormal conditions such as loss or ambiguity of association information (e.g., caused by memory mutilation) between SAID(s) and the link status of either a specific A2IP link, or all A2IP links associated with a signalling association between two A2IP signalling nodes. - Action: Reset a single A2IP link or all A2 links associated with a signalling association between two adjacent A2IP nodes respectively.

8.2.1.2.1.1
Actions at reset initiating A2IP node

Reset procedures can be initiated to reset:

1)
all A2IP links associated with a signalling association between two adjacent A2IP nodes,

2)
a single A2IP link.

For case 1, layer management passes a RESET.Request together with the indication “All A2IP links associated with a signalling association” to the nodal function which in turn invokes a maintenance protocol entity and passes a request for reset to that entity together with an indication that all A2IP links associated with a signalling association must be reset.

For case 2 there are two possible subcases, one due to timer expiry and the other due to layer management action:

a)
After the expiry of Timer_ERQ, Timer_REL, or Timer_MOD, the nodal function invokes a maintenance protocol entity by passing a request for a reset together with an identification of the A2IP link.

b)
Layer management invokes the nodal function which in turn invokes a maintenance protocol entity by passing a request for a reset together with an identification of the A2IP link.

In cases 1), and 2 b), the nodal function requests any affected incoming or outgoing protocol entity instances to terminate and enter state "Idle". The associations to the incoming or outgoing protocol entity instances are released. The affected AAL type 2 served users are informed with a RELEASE.Indication primitive with the cause "Temporary failure".

Upon receiving a reset confirmation from the maintenance protocol entity instance, the nodal function will make the affected resources available for new connections, and the A2IP node internal resources are released. The association to the maintenance protocol entity instance is released. In case 2 a), a RESET.Indication primitive with an IPTA parameter is sent to layer management; in all other cases, a RESET.Confirm primitive is sent to the layer management.

The reset procedures and the release procedures take precedence over the modification procedures.

8.2.1.2.1.2
Actions at reset responding A2IP node

Upon receiving a reset indication from the maintenance protocol entity, the nodal function analyses the received information to determine which A2IP links are to be reset.

1)
If an indication that all A2IP links associated with a signalling association must be reset is received, then all A2IP links associated with a signalling association between the two adjacent A2IP nodes are reset.

2)
If an indication that a specific A2IP link must be reset is received, only that link is reset.

If resources have been assigned to any of the A2IP link that are reset, the nodal functions make the affected resources available for new connections, and the A2IP node internal resources are released. It also returns a reset confirmation to the maintenance protocol entity. The association between the nodal function and the maintenance protocol entity instance is released. The nodal function informs layer management about the receipt of the reset request by sending a RESET.Indication primitive with the same IPTA parameter as has been received in the RES message (reset request).

The nodal function also requests the affected incoming or outgoing protocol entity instances (if any) to terminate and enter state "Idle". The associations to the incoming or outgoing protocol entity instances are released. The affected AAL type 2 served user is informed with a RELEASE.Indication primitive with the cause "Temporary failure".

8.2.1.2.1.3
Abnormal reset procedures

Upon receiving a negative acknowledgement with a cause "Switching equipment congestion" from the maintenance protocol entity instance, the nodal function repeats the request for the reset.

Upon receiving a negative acknowledgement with another cause from the maintenance protocol entity instance, an ERROR.Indication primitive including the cause received from the maintenance protocol entity instance and the IPTA parameter is sent to layer management.

Upon receiving a STOP-RESET.Request primitive with adjacent A2IP node identifier and IPTA parameters from layer management, the nodal function will make the affected resources available for new connections. The nodal function requests the maintenance protocol entity instance to terminate and enter state "Idle". The association between the nodal function and the maintenance protocol entity instance is released.

8.2.1.2.3
Transmission fault handling

Fully digital transmission systems are provided between all A2IP nodes. They have some inherent fault indication features that give an indication to the node when faults are detected on the transmission level. On receipt of a fault indication from layer management, the routing function in the node inhibits selection of affected IP addresses for the period that the fault condition persists. No special action is required for active links.

8.2.1.2.4
A2IP signalling entity signalling congestion control

On receipt of a CONGESTION.Indication primitive from the generic signalling transport service, the A2IP signalling entity should alter traffic load (e.g. connection attempts) toward the affected A2IP nodes to align with the congestion level indicated by the primitive.

8.2.1.2.5
Adjacent A2IP node availability

On receipt of an OUT-OF-SERVICE.Indication primitive from the generic signalling transport service, the following action is required:

All IP addresses associated with the affected adjacent A2IP node are marked as unavailable in the routing function prohibiting new (test or user) connection establishments to that A2IP node. Already established links need not be released even though signalling messages cannot be sent to the affected node.

On receipt of an IN-SERVICE.Indication primitive from the generic signalling transport service, the following action is required:

All IP addresses associated with the affected adjacent A2IP node are again marked available in the routing function. Reset procedures that may have started during the period of signalling isolation continue and ensure that affected links are returned to state "Idle". Links that are in state "Established" are unaffected.

8.2.1.3
Error handling

If a parameter is present more than once in a message where this parameter is allowed only once, only the first parameter shall be processed; all subsequent instances of the parameter shall be ignored.

When receiving a message, which does not contain the minimum set of parameters, required to continue processing, a protocol error is reported to layer management with an ERROR.Indication primitive with a cause "Mandatory information element is missing" and the message is discarded.

8.2.2
Nodal functions for A2IP nodes with A2IP interworking function interaction

8.2.2.1
Link control

8.2.2.1.1
Successful link set up

8.2.2.1.1.1
Actions at the originating A2IP interworking function

When the nodal function receives an ESTABLISH.Request primitive from the A2IP interworking function, the following restrictions on the optionality of the parameters of the primitive apply:

· The Preferred Link Characteristics parameter shall only be present if the Modify Support for Link Characteristics parameter is present also;

· The Link Characteristics parameter shall be present if the Modify Support for Link Characteristics parameter is present also.

The nodal function analyses the routing information and selects a route with sufficient IP resources to the succeeding A2IP node.

NOTE 1 — Routing typically is based on:

· Addressing information,

· The Test Connection Indicator,

· Link Characteristics,

· Requested Link Type, and

· Requested Quality of Service.

When the nodal functions selects a route, the quality of service information, if received from the A2IP interworking function, is used to select a route that has sufficient IP resources to the succeeding A2IP node.

The quality of service information is also used for the allocation of A2IP node internal resources for the new connection from the originating A2IP interworking function to the outgoing A2IP link.

For the outgoing A2IP link, a local IP address, local UDP port number, and other resources (e.g. indicated by Link Characteristics) are allocated.

An outgoing protocol entity instance is invoked and the following parameters are passed to it: The Destination A2IP Service Endpoint Address, the local IP address, and the local UDP port number. The nodal function shall pass the following parameters to the outgoing protocol entity instance only if they were conveyed by the originating A2IP interworking function: The Link Characteristics, the Preferred Link Characteristics, the Modify Support for Link Characteristics, the Served User Generated Reference, the Served User Transport, the IP Quality of Service value, the Link Type, and the Test Connection Indicator. The handling of Link Characteristics, and Modify Support for Link Characteristics parameter is specified in Annex A.

After receiving an indication of the successful A2IP link setup from the outgoing protocol entity instance, an ESTABLISH.Confirm primitive is sent to the A2IP interworking function. If a Modify Support for Link Characteristics parameter was received from the outgoing protocol instance, a Modify Support for Link Characteristics parameter shall be included in the ESTABLISH.Confirm primitive. The handling of Link Characteristics, and Modify Support for Link Characteristics parameter is specified in Annex A.

NOTE 2 – Through-connection of A2IP links and AAL type 2 links at A2IP interworking units is not specified by this Recommendation. It may be controlled by the A2IP interworking function.

8.2.2.1.1.2
Actions at the destination A2IP interworking unit

Upon receiving an indication from an incoming protocol entity instance requesting a new A2IP link and connection, the nodal function checks the availability of a suitable local IP address and local UDP port number and of other resources, e.g., indicated by Link Characteristics. The handling of Link Characteristics, and Modify Support for Link Characteristics parameter is specified in Annex A.

If a local IP address, local UDP port number and the other resources are available for the new A2IP link; they are allocated to the new A2IP link.

When the nodal function checks the availability of resources quality of Service information, if received, is taken into consideration.

The nodal function passes the Destination A2IP Service Endpoint Address parameter to the A2IP interworking function. The nodal function shall pass the following parameters to the A2IP interworking function only if they were received from the incoming protocol entity instance: The Link Characteristics, the Preferred Link Characteristics, the Modify Support for Link Characteristics, the Served User Generated Reference, the Served User Transport, the Quality of Service, the Link Type, the decremented Hop Counter, and the Test Connection Indicator. The handling of Link Characteristics, and Modify Support for Link Characteristics parameter is specified in Annex A.

Upon reception of the successful A2IP connection establishment response in an Establish.Response from the A2IP interworking function, the nodal function acknowledges the successful A2IP connection establishment towards the incoming protocol entity instance. The handling of Link Characteristics, and Modify Support for Link Characteristics parameter is specified in Annex A.

NOTE 2 – Through-connection of A2IP links and AAL type 2 links at A2IP interworking units is not specified by this Recommendation. It may be controlled by the A2IP interworking function.

8.2.2.1.2
Unsuccessful/abnormal connection set up

8.2.2.1.2.1
Actions at the originating A2IP interworking unit

If the allocation of a local IP address, local UDP port number, or other resources for the outgoing A2IP link described in § 8.2.2.1.1.1 fails, a RELEASE.Confirm primitive is returned to the A2IP interworking function with one of the following causes:

· "Unallocated (unassigned) number";

· "No route to destination";

· "No circuit/channel available";

· "Resource unavailable, unspecified";

· "Network out of order"; or

· "Temporary failure".

If A2IP node internal resources are not available, a RELEASE.Confirm primitive is sent to the A2IP interworking function with the cause "Switching equipment congestion".

Upon receiving a negative acknowledgement for the connection setup request from the outgoing protocol entity instance, all the resources associated with this A2IP link are released and made available for new traffic. The association to the outgoing protocol entity instance is released.

If no further connection attempt is made, the A2IP node internal resources are released and a RELEASE.Confirm primitive is sent to the A2IP interworking function with the cause received from the outgoing protocol entity instance.

Upon receiving an indication from the outgoing protocol entity instance that a timer has expired, the association to the outgoing protocol entity instance is released and a reset procedure is started (see § 8.2.2.2.1.1 case 2 a)). The A2IP node internal resources are released. A RELEASE.Confirm primitive is sent to the A2IP interworking function with the cause received from the outgoing protocol entity instance, i.e. "Recovery on timer expiry".

8.2.2.1.2.2
Actions at the destination A2IP interworking unit

If resources for the incoming A2IP link are not available, the nodal function requests the incoming protocol entity instance to reject the A2IP link with one of the following causes as applicable:

· "Resource unavailable, unspecified"; or

· "Requested circuit/channel not available".

The association between the nodal function entity and its incoming protocol entity instance is released. 

If A2IP node internal resources are not available, a negative acknowledgement for the link setup request shall be returned to the incoming protocol entity instance with the cause "Switching equipment congestion". The resources allocated to the incoming A2IP link are released and the association between the incoming protocol entity instance and the nodal function is released.

If the nodal function receives a negative acknowledgement to the A2IP connection set-up request from the A2IP interworking function, a negative acknowledgement shall be returned to the incoming protocol entity instance including: the cause value as received from the A2IP interworking function. The resources allocated to the incoming A2IP link are released and the association between the incoming protocol entity instance and the nodal function is released.

8.2.2.1.3
Normal connection release

8.2.2.1.3.1
Actions at the A2IP interworking unit that originates the release

When the nodal function at an A2IP interworking unit receives a RELEASE.Request primitive from the A2IP interworking function, it requests the protocol entity instance to release the connection. The request carries the cause of the release, which shall be "Normal, unspecified" in case of normal connection release.

Upon acknowledgement of the successful connection release from the protocol entity instance, all the resources associated with this A2IP link are released and made available for new traffic, and the A2IP node internal resources are released. The association to the protocol entity instance is released.

8.2.2.1.3.2
Actions at the A2IP interworking unit that receives the release

When the nodal function at an A2IP interworking unit receives a request from a protocol entity instance to clear the connection, all the resources associated with this A2IP link are released and made available for new traffic, and the A2IP node internal resources are released. The release is confirmed to the protocol entity instance and a RELEASE.Indication primitive with the cause received from the protocol entity instance is sent to the A2IP interworking function. The association between the nodal function and the protocol entity instance is released.

8.2.2.1.4
Abnormal connection release procedures

When the nodal function at an A2IP interworking unit receives an indication from the protocol entity instance that a timer has expired, the association to the protocol entity instance is released and a maintenance protocol entity instance is ordered to start a reset procedure.

8.2.2.1.5
Successful modification

8.2.2.1.5.1
Actions at the A2IP interworking unit originating the modification request

When the nodal function receives a MODIFY.Request primitive from the A2IP interworking function, it checks the availability of resources indicated by the A2IP link resource. If the resources are available for the link, they are reserved for the link.

The protocol entity instance is informed of the modification request and the A2IP link resource information is passed to it.

After receiving an indication of the successful A2IP link resource modification from the protocol entity instance, the reserved additional resources are allocated to the link or resources no longer required for this A2IP link are freed. A MODIFY.Confirm primitive is then sent to the A2IP interworking function.

8.2.2.1.5.2
Actions at the A2IP interworking unit receiving the modification request

Upon receiving an indication from a protocol entity instance requesting modification of the A2IP link resource, the nodal function checks the availability of resources indicated by the A2IP link resource information. If the resources are available for the link, they are reserved for the link.

A MODIFY.Indication primitive is sent to the A2IP interworking function to inform it of the modification of AAL type 2 connection resource.

Upon receiving a MODIFY.Response from the A2IP interworking function, the reserved additional resources are allocated to the link or resources no longer required for this A2IP connection are freed. The nodal function acknowledges the successful A2IP connection resource modification towards the protocol entity instance.

8.2.2.1.6
Unsuccessful/abnormal modification

8.2.2.1.6.1
Actions at the A2IP interworking unit originating the modification request

If the required resources are not available, a MODIFY-REJECT.Confirm primitive is returned to the A2IP interworking function with the cause “Resource unavailable, unspecified”.

Upon receiving a negative acknowledgement for the modification request from the protocol entity instance, all additional resources reserved for the modification request are freed. A MODIFY-RE​JECT.Confirm primitive is sent to the A2IP interworking function with the cause received from the protocol entity instance.

Upon receiving an indication from the outgoing protocol entity instance that a timer has expired, the association to the outgoing protocol entity instance is released and a reset procedure is started (see § 8.2.2.2.1.1 case 2a). The A2IP node internal resources are released. A RELEASE.Indication primitive is sent to the A2IP interworking function with the cause received from the outgoing protocol entity instance, i.e., “Recovery on timer expiry”.

8.2.2.1.6.2
Actions at the A2IP interworking unit receiving the modification request

If the required resources are not available, the nodal function requests the protocol entity instance to reject the A2IP modification request with the cause “Resource unavailable, unspecified”.

If a MODIFICATION-REJECT.Response primitive is received from the A2IP interworking function, the nodal function requests the protocol entity instance to reject the A2IP modification request with the cause received from the A2IP interworking function.

8.2.2.1.7
Connection release during modification

8.2.2.1.7.1
Actions at the A2IP interworking unit

When the nodal function receives a RELEASE.Request primitive from the A2IP interworking function or an indication of connection release from the protocol entity instance during the modification procedures, the nodal function will continue with normal connection release procedures.

8.2.2.2
Maintenance control

§ 8.2.1.2 applies with “AAL type 2 served user” replaced by “A2IP interworking function”

8.3
Protocol entity

The following rules relating to Signalling Association Identifiers (SAID) apply:

· The A2IP signalling entity that does not issue the value of such a field is not allowed to modify it but shall use it in the destination signalling association identifier field in the header of a messages directed towards the issuer.

· When a message is received at the generic signalling transport service access point (GST-SAP), the destination signalling association identifier field of the incoming message is used to distribute the messages to the appropriate protocol entity instance.

· If a received message contains a destination signalling association identifier set to the "unknown" value and an originating signalling association identifier, a new incoming protocol entity instance or a new maintenance protocol entity instance is created and marked with a newly allocated signalling association identifier. The originating signalling association identifier parameter in the first response message issued by the new protocol entity instance will inform the peer protocol entity instance of the newly allocated signalling association identifier.

· If a new protocol entity instance is created by the nodal function, a signalling association identifier is allocated for it and the signalling association identifier is conveyed to the peer A2IP signalling entity as the originating signalling association identifier parameter in the first message issued by the new protocol entity instance. The DSAID field in the header in this message is set to "unknown".

· If a protocol entity instance sends a message to its peer, the message includes the signalling association identifier of the peer in the destination signalling association identifier field.

· If a new maintenance protocol entity instance is created as a result of an incoming maintenance message, no signalling association identifier is allocated for it and no originating signalling association identifier parameter is conveyed to the peer A2IP signalling entity in the first (and only) message issued by the new maintenance protocol entity instance.

The sequence control parameter of the TRANSFER.Request primitive across the GST-SAP is allocated on a cyclic basis per protocol entity instance.

Example message sequences are shown in Appendix I where usage of originating and destination signalling association identifiers is also described.

All messages are sent in a TRANSFER.Request primitive. All messages are received in a TRANSFER.Indication primitive.

8.3.1
General protocol error handling

If a message is received that is too short to contain a complete message (i.e. less than 6 octets), it shall be ignored.

The message is discarded and layer management informed with an ERROR.Indication in the following cases:

· If the parameter length points beyond the end of the message - cause "Message with unrecognized parameter, discarded" is indicated.

· If the field length points beyond the end of the parameter - cause "Message with unrecognized parameter, discarded" is indicated.

· If an unrecognized message containing a destination signalling association identifier set to the "unknown" value - cause "Message type non-existent or not implemented" is indicated.

NOTE — If an unrecognized message containing a valid destination signalling association identifier is received, the message is conveyed to the addressed protocol entity instance as if it were a recognized message.

· If the message contains a destination signalling association identifier with an illegal/invalid value - cause "Invalid information element contents" is indicated.

· If the message is considered unexpected by the signalling procedures - cause "Invalid message, unspecified" is indicated.

· If a mandatory originating signalling association identifier parameter is not present - cause "Mandatory information element is missing" is indicated.

· If the originating signalling association identifier field is set to "zero" - cause "Invalid information element contents" is indicated.

8.3.2
Outgoing protocol procedures

8.3.2.1
Successful connection setup

When an outgoing protocol entity instance in state "Idle" receives a request for a new connection from the nodal function, a free Signalling Association Identifier (SAID) is allocated for the outgoing protocol entity instance.

Upon allocating an SAID, an ERQ message (establish request) is sent to the adjacent AAL type 2 node, entering state "Outgoing establishment pending" and starting Timer_ERQ. The ERQ message contains a destination signalling association identifier field set to the "unknown" value and an originating signalling association identifier parameter in addition to those parameters given by the nodal function.

If an ECF (establish confirm) message is received in state "Outgoing establishment pending", Timer_ERQ is stopped; the nodal function is informed and state "Established" is entered.

8.3.2.2
Unsuccessful connection setup

If the SAID allocation specified in section § 8.3.2.1 fails, the nodal function is informed by passing the cause "Resource unavailable, unspecified".

If the ERQ message (establish request) is longer than the signalling transport allows, the nodal function is informed by passing the cause “Protocol error, unspecified”. The SAID allocated to this particular outgoing protocol entity instance is released and made available for new traffic and state “Idle” is entered.

If Timer_ERQ expires, the nodal function is informed by passing the cause "Recovery on timer expiry". The SAID allocated to this particular outgoing protocol entity instance is released and made available for new traffic and state "Idle" is entered.

If an RLC (release confirm) message is received in state "Outgoing establishment pending", the nodal function is informed about the rejection of the establishment request (including the cause and the Automatic Congestion Level parameter, if present, from the RLC message). Timer_ERQ is stopped. The SAID allocated to this particular outgoing protocol entity instance is released and made available for new traffic and state "Idle" is entered.

8.3.2.3
Normal connection release

In state “Established”, an REL message (Release Request) containing a cause parameter can be received. The protocol entity instance informs the nodal function with the received cause and the Automatic Congestion Level parameter, if present. It then enters state “Incoming Release Pending”. After the nodal function acknowledges the release, an RLC message (Release Confirm) is sent to the peer protocol entity instance (without a cause parameter). The SAID allocated to the protocol entity instance is released and made available for new traffic and state “Idle” is entered.

In state "Established", the nodal function can request the release of the connection. In this case an REL message is sent, Timer_REL is started and state "Outgoing release pending" is entered. The REL message contains the cause received from the nodal function.

If an RLC message is received, Timer_REL is stopped and the nodal function is informed. The SAID allocated to the protocol entity instance is released and made available for new traffic and state "Idle" is entered.

8.3.2.4
Release request collision

If an REL message (Release Request) is received in state “Outgoing Release Pending”, an RLC message (Release Confirm) is immediately sent back to the peer protocol entity instance and state “Release Collision” is entered.

When an RLC message is received in state "Release collision", Timer_REL is stopped and the nodal function is informed. The SAID allocated to the protocol procedure entity instance is released and made available for new traffic and state "Idle" is entered.

8.3.2.5
Abnormal connection release procedures

If Timer_REL expires in states "Outgoing release pending" or "Release collision" the nodal function is informed with a cause "Recovery on timer expiry". The SAID allocated to the protocol entity instance is released and made available for new traffic and state "Idle" is entered.

If in any state except state "Idle" a request to terminate an outgoing protocol procedure entity instance from the nodal function is received, all timers are stopped. The SAID allocated to the protocol entity instance is released and made available for new traffic and state "Idle" is entered.

8.3.2.6.
Successful modification

When an outgoing protocol entity instance in state “Established” receives a request for modification from the nodal function, an MOD message (Modify Request) is sent to the adjacent A2IP node, entering state “Outgoing Modification Pending” and starting Timer_MOD. The MOD message contains the DSAID, which was received during the connection establishment phase and the Link Characteristics parameter given by the nodal function.

If an MOA (Modify Acknowledge) message is received in state “Outgoing Modification Pending”, Timer_MOD is stopped, the nodal function is in​formed of the successful modification, and the outgoing protocol entity instance returns to state “Established”.

Upon receiving an MOD message (Modify Request) in state “Established” with the DSAID, which was received during the connection establishment phase, the outgoing protocol entity instance informs the nodal function of the request for the modification and state “Incoming Modification Pending” is entered.

After receiving an acknowledgement from the nodal function that the connection modification is accepted, an MOA message (Modify Acknowledge) is sent to the preceding A2IP node, and the outgoing protocol entity instance returns to state “Established”.

8.3.2.7
Unsuccessful modification

If Timer_MOD expires, the nodal function is informed by passing the cause “Recovery on timer expiry”. The SAID allocated to this particular outgoing protocol entity instance is released and made available for new traffic and state “Idle” is entered.

If an MOR (Modify Reject) message is received in state “Outgoing Modification Pending”, the nodal function is informed about the rejection of the modification request. Timer_MOD is stopped and the outgoing protocol entity instance returns to state “Established”.

8.3.2.8
Connection release during modification

In state “Outgoing Modification Pending” or “Incoming Modification Pending”, an REL message (Release Request) containing a cause parameter can be received. The normal connection release procedures specified in § 8.3.2.3 shall apply.

In state “Outgoing Modification Pending” or “Incoming Modification Pending”, the nodal function can request the release of the connection. The normal connection release procedures specified in § 8.3.2.3 shall apply.

8.3.2.9
Modification request collision

If an MOD message is received in state “Outgoing Modify Pending”, an MOR message is immediately sent back to the peer protocol entity instance and “Modification Collision” state is entered. 

§ 8.3.2.7 and § 8.3.2.8 shall apply with the replacement of “Modification Collision” with “Outgoing Modify Pending”.

8.3.2.10
Unrecognized information procedures

When an unrecognized message, parameter, or subfield value is received, the message, the parameter, or the subfield value respectively is conveyed to the nodal function for appropriate action.

When a request to pass on an unrecognized message, parameter, or subfield value is received from the nodal function, the unrecognized message is passed on and an unrecognized parameter or subfield value is sent in the recognized message being constructed respectively.

When a request to send a CFN message (confusion) is received from the nodal function in any state except "Idle" and "Outgoing establishment pending", the message is sent. The CFN message (confusion) contains a cause parameter provided by the nodal function.

When a request to send a cause parameter in an RLC message (release confirm) as a response to an unrecognized parameter or subfield value received in an REL message (release request) is received from the nodal function in any State except "Incoming release pending" and "Outgoing release pending", the cause parameter provided by the nodal function is sent in the RLC message (release confirm).

When a CFN message (confusion) is received in any state except "Idle", the message is conveyed to the nodal function for appropriate action.

When a cause parameter is received in an RLC message (release confirm) in state "Outgoing release pending", the cause parameter is conveyed to the nodal function for appropriate action.

8.3.2.11
State transition model

8.3.2.11.1
State transition

The state transition diagram for the outgoing protocol procedure is shown in Figure 8-1/Q.IPALCAP.1.
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FIGURE 8-1/Q.IPALCAP.1
State transition diagram for the outgoing protocol procedure
8.3.2.11.2
SDL diagrams for the outgoing protocol procedures

The SDL diagram for the outgoing protocol procedure is shown in Figure 8-2/Q.IPALCAP.1 (parts 1 to 6).

The SDL diagrams contained in Figure 8-4/Q.IPALCAP.1 (parts 1 to 6) are an introduction to the procedures described in detail in § 8.3.3 of this Recommendation.
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Figure 8-2/Q.IPALCAP.1 (Part 1 of 6)
SDL Diagram for the Outgoing Protocol Procedure
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Figure 8-2/Q.IPALCAP.1 (Part 2 of 6)
SDL Diagram for the Outgoing Protocol Procedure
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Figure 8-2/Q.IPALCAP.1 (Part 3 of 6)
SDL Diagram for the Outgoing Protocol Procedure
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Figure 8-2/Q.IPALCAP.1 (Part 4 of 6)
SDL Diagram for the Outgoing Protocol Procedure
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Figure 8-2/Q.IPALCAP.1 (Part 5 of 6)
SDL Diagram for the Outgoing Protocol Procedure
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Figure 8-2/Q.IPALCAP.1 (Part 6 of 6)
SDL Diagram for the Outgoing Protocol Procedure
8.3.3
Incoming protocol procedures

8.3.3.1
Successful connection setup

Upon receiving an ERQ message (establish request) in state "Idle" with the DSAID set to "unknown", a Signalling Association Identifier (SAID) is allocated for the new incoming protocol entity instance.

The incoming protocol entity instance informs the nodal function of the request for a new connection and state "Incoming establishment pending" is entered.

After receiving an acknowledgement from the nodal function that the connection establishment is accepted, an ECF message (establish confirm) is sent to the preceding A2IP node and state "Established" is entered.

8.3.3.2
Unsuccessful connection setup

If a Signalling Association Identifier (SAID) allocation for the incoming protocol entity instance fails, an RLC message (release confirm) is returned containing the cause "Resource unavailable, unspecified".

If a request to terminate the connection establishment from the nodal function is received, the SAID allocated to this particular incoming protocol entity instance is released and made available for new traffic and state "Idle" is entered.

If the nodal function informs the incoming protocol entity instance that the connection establishment is not accepted, an RLC message is issued towards the preceding A2IP node with the cause and optionally the Automatic Congestion Level parameter provided by the nodal function. The SAID allocated to this particular incoming protocol entity instance is released and made available for new traffic and state "Idle" is entered.

8.3.3.3
Normal connection release

Refer to § 8.3.2.3.

8.3.3.4
Release request collision

Refer to § 8.3.2.4.

8.3.3.5
Abnormal connection release procedures

Refer to § 8.3.2.5.

8.3.3.6
Successful modification

Refer to § 8.3.2.6.

8.3.3.7
Unsuccessful modification

Refer to § 8.3.2.7.

8.3.3.8
Connection release during modification

Refer to § 8.3.2.8.

8.3.3.9
Modification request collision

Refer to § 8.3.2.9.

8.3.3.10
Unrecognized information procedures

Refer to § 8.3.2.6.

8.3.3.11
State transition model

8.3.3.11.1
State transition

The state transition diagram for the incoming protocol procedure is shown in Figure 8-3/Q.IPALCAP.1.
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FIGURE 8-3/Q.IPALCAP.1
State transition diagram for the incoming protocol procedure
8.3.2.11.2
SDL diagrams for the incoming protocol procedures

The SDL diagram for the incoming protocol procedure is shown in Figure 8-4/Q.IPALCAP.1 (Parts 1 to 6).

The SDL diagrams contained in Figure 8-4/Q.IPALCAP.1 (parts 1 to 6) are an introduction to the procedures described in detail in § 8.3.3 of this Recommendation.
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Figure 8-4/Q.IPALCAP.1 (Part 1 of 6)
SDL Diagram for the Incoming Protocol Procedure
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Figure 8-4/Q.IPALCAP.1 (Part 2 of 6)
SDL Diagram for the Incoming Protocol Procedure
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Figure 8-4/Q.IPALCAP.1 (Part 3 of 6)
SDL Diagram for the Incoming Protocol Procedure
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Figure 8-4/Q.IPALCAP.1 (Part 4 of 6)
SDL Diagram for the Incoming Protocol Procedure
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Figure 8-4/Q.IPALCAP.1 (Part 5 of 6)
SDL Diagram for the Incoming Protocol Procedure
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Figure 8-4/Q.IPALCAP.1 (Part 6 of 6)
SDL Diagram for the Incoming Protocol Procedure
8.3.4
Maintenance protocol procedures

8.3.4.1
Reset

8.3.4.1.1
Sending reset

When a request for reset is received from the nodal function, a maintenance protocol entity instance is created and an SAID allocated to it.

If the request indicates all A2IP links associated with a signalling association are to be reset, a RES message (Reset Request) containing the IP Transport Address parameter with the IP Address coded with a “Null” value is sent to the adjacent A2IP node.

If the request contains a “non-Null” remote IP address and a UDP port number, a RES message containing the IP Transport Address parameter set to these values to indicate the specific associated A2IP link is sent to the adjacent A2IP node.

When the RES message is sent, Timer_RES is started and state "Outgoing reset pending" is entered.

If an RSC message (reset confirm) is received in state "Outgoing reset pending", a reset confirmation is passed to the nodal function and Timer_RES is stopped. The SAID allocated to the maintenance protocol entity instance is released and made available for new traffic. The maintenance protocol entity instance enters state "Idle".

8.3.4.1.2
Receiving reset

When a RES message (reset request) is received, a maintenance protocol entity instance will be invoked.

If the IP address field in the IPTA parameter included in the RES message is coded with the “Null” value, an indication that all A2IP links associated with the signalling association must be reset is passed to the nodal function.

If the RES message contains the IPTA parameter with a "non-Null" local IP address field, an indication that the A2IP link must be reset is passed to the nodal function.

After notifying the nodal function, state "Incoming reset pending" is entered.

When a Reset response is received from the nodal function, a RSC message (reset confirm) is sent to the peer protocol entity instance. The maintenance protocol entity instance enters state “Idle”.

8.3.4.1.3
Exceptional reset procedures

If the SAID allocation fails, the nodal function is informed with a cause "Switching equipment congestion" and the maintenance protocol entity instance enters state "Idle".

When Timer_RES expires in state "Outgoing reset pending", the RES message is sent again, the nodal function is informed with a cause "Recovery on timer expiry", state "Outgoing reset continuing" is entered, and Timer_RES is started again.

When Timer_RES expires in state "Outgoing reset continuing", the RES message is sent again and Timer_RES is started again; the nodal function is not informed.

When an RSC message (reset confirm) is received in state "Outgoing reset continuing", a reset confirmation is passed to the nodal function and Timer_RES is stopped. The SAID allocated to the maintenance protocol entity instance is released and made available for new traffic. The maintenance protocol entity instance enters state "Idle".

When a request to terminate the repetition of the reset procedure is received, Timer_RES is stopped. The SAID allocated to the maintenance protocol entity instance is released and made available for new traffic. The maintenance protocol entity instance enters state "Idle".

8.3.4.1.4
State transition model

The state transition diagram for the reset procedure is shown in Figure 8-5/Q.IPALCAP.1.
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FIGURE 8-5/Q.IPALCAP.1
State transition diagram for the maintenance control procedure (reset)
8.3.4.3
Unrecognized information procedures

When an unrecognized message, parameter, or subfield value is received, the message, the parameter, or the subfield value respectively is conveyed to the nodal function for the appropriate action.

If a request to send a notification of receipt of unrecognized information is received from the nodal function, RSC message (reset confirm) shall contain the cause received from the nodal function.

When a cause parameter is received in RSC message (reset confirm), the cause parameter is conveyed to the nodal function for the appropriate action.

8.3.4.4
SDL diagrams for the maintenance control procedures

The SDL diagram for the maintenance control procedure is shown in Figure 8-7/Q.IPALCAP.1 (parts 1 to 4). 

The SDL diagrams contained in Figure 8-7/Q.IPALCAP.1 (parts 1 to 4) are an introduction to the procedures described in detail in § 8.3.4 of this Recommendation.
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Figure 8-7/Q.2630.1 (Part 1 of 4)
SDL diagram for the maintenance control procedure
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Figure 8-7/Q.2630.1 (Part 2 of 4)
SDL diagram for the maintenance control procedure
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Figure 8-7/Q.2630.1 (Part 3 of 4)
SDL diagram for the maintenance control procedure
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Figure 8-7/Q.2630.1 (Part 4 of 4)
SDL diagram for the maintenance control procedure
8.4
List of timers

The timers used in the procedures described in § 8.3 are listed in Table 8-1/Q.IPALCAP.1 together with a timeout value range, their cause for setting the timer, resetting the timer, and the action at expiry of the timer.

Table 8-1/Q.IPALCAP.1
List of Timers
	
Timer
	Time-out value
	
Cause for initiation
	
Normal termination
	
At expiry

	
Timer_ERQ
	5-30 s
(t1)
	When an ERQ message is sent
	At the receipt of
ECF message
	Release all resources and the connection,
send RES message.

	
Timer_REL
	2-60 s
(t2)
	When an REL message is sent
	At the receipt of
RLC message
	Release resources,
send RES message.

	
Timer_RES
	2-60 s
(t3)
	When an RES message is sent
	At the receipt of
RSC message
	Repeat RES message,
restart Timer_RES,
at first expiry: inform the nodal function.

	
Timer_MOD
	5-30 s
(t6)
	When a MOD message is sent
	At the receipt of
MOA message
	Release all resources and the connection, 
send RES message.

	NOTE ‑ In the diagnostic field associated with a cause field indicating “Recovery on timer expiry”, the timer number is included. Timer_ERQ is coded as the IA5 character “1”; Timer_MOD is coded as the IA5 character “6”.


Annex A

Handling of the Link Characteristics
in conjunction with the modification procedures

(This Annex forms an integral part of this Recommendation.)

BP_Editor’s Note:
Needs complete revision.

A.1
Preferred Link Characteristics parameter present

When an Establish Request (ERQ) message includes the following parameters:

· Preferred Link Characteristics (PIPLC),

· Link Characteristics (IPLC), and

· Modify Support for Link Characteristics (MSIPLC),

the Connection Admission Control at A2IP nodes shall initially, i.e. until it is ensured whether or not modification is supported throughout the A2IP connection, be based on the most demanding of the Preferred Link Characteristics and the Link Characteristics (“max PIPLC/IPLC”). The concept of “demanding” depends on the Connection Admission Control algorithm in use, which is outside the scope of this Recommendation.

At an A2IP service endpoint the following applies:

· When an Establish Request (ERQ) message is received and modification is supported, the Preferred Link Characteristics are used for Connection Admission Control, and the served user is informed of the Preferred Link Characteristics, Link Characteristics, and Modify Support for Link Characteristics by an ESTABLISH.Request primitive.

If resources supporting the Preferred Link Characteristics are available an Establish Confirm (ECF) message is then returned containing the Modify Support for Link Characteristics parameter. If resources are not available, § 8.2.1.1.2.2 applies.

· When an Establish Request (ERQ) message is received and modification is not supported, the Link Characteristics are used for Connection Admission Control, and the served user is informed of the Preferred Link Characteristics and Link Characteristics by an ESTABLISH.Request primitive.

If resources supporting the Link Characteristics are available an Establish Confirm (ECF) message is then returned without the Modify Support for Link Characteristics parameter. If resources are not available, § 8.2.1.1.2.2 applies.

· When an Establish Confirm (ECF) message is received which contains a Modify Support for Link Characteristics parameter, the Connection Admission Control shall reflect the Preferred Link Characteristics, and the served user is informed of the Modify Support for Link Characteristics.

· If, however, no Modify Support for Link Characteristics parameter is received, the Connection Admission Control shall reflect the Link Characteristics, and the Modify Support for Link Characteristics parameter is not included in the ESTABLISH.Confirm primitive (indicating to the served user modification of the Link Characteristics is not supported).

At an A2IP interworking unit the following applies:

· When an Establish Request (ERQ) message is received and modification is supported by the interworking unit, max PIPLC/IPLC is used initially for Connection Admission Control.

If resources supporting the Preferred Link Characteristics are available, the A2IP interworking function is informed by ESTABLISH.Indication of the Preferred Link Characteristics, Link Characteristics, and Modify Support for Link Characteristics.

If the ESTABLISH.Response from the A2IP interworking function identifies Modification Support for the A2IP connection, Connection Admission Control shall reflect the Preferred Link Charac​teristics and an Establish Confirm (ECF) message with MSIPLC is returned. Otherwise the Connection Admission Control refelects the Link Characteristics and the ECF does not contain the MSIPLC parameter.

· When an Establish Request (ERQ) message is received and modification is not supported, the Link Characteristics are used for Connection Admission Control.

If resources supporting the Link Characteristics are available, the A2IP interworking function is informed by Establish.Indication of the Preferred Link Characteristics and Link Characteristics. On reception of an ESTABLISH.Response from the interworking function an Establish Confirm (ECF) message is returned without the Modify Support for Link Characteristics parameter. If resources are not available, § 8.2.2.1.2.2 applies.

· When an Establish Confirm (ECF) message is received which contains a Modify Support for Link Characteristics parameter, the Connection Admission Control shall reflect the Preferred Link Characteristics of the corresponding Establish Request (ERQ) message and the A2IP interworking function is informed of the Modify Support for Link Characteristics by ESTABLISH.Confirm.

· If, however, no Modify Support for Link Characteristics parameter is received, the Connection Admission Control shall reflect the Link Characteristics, and the Modify Support for Link Characteristics parameter is not included in the ESTABLISH.Confirm primitive (indicating to the A2IP interworking function modification of the Link Characteristics is not supported).

C.2.
Preferred Link Characteristics parameter not present

When an Establish Request (ERQ) message includes the following parameters:

· Link Characteristics (IPLC), and

· Modify Support for Link Characteristics (MSIPLC),

the Connection Admission Control at all A2IP nodes shall be based on the Link Characteristics.

At an A2IP service endpoint the following applies:

· When an Establish Request (ERQ) message is received and modification is supported, the Link Charact​eristics are used for Connection Admission Control, and the served user is informed of the Link Characteristics and Modify Support for Link Characteristics by an ESTABLISH.Request primitive.

If resources supporting the Link Characteristics are available, an Establish Confirm (ECF) message is then returned containing the Modify Support for Link Characteris​tics parameter. If resources are not available, § 8.2.1.1.2.2 applies.

· When an Establish Request (ERQ) message is received and modification is not supported, the Link Charac​teristics are used for Connection Admission Control and the served user is informed of the Link Characte​ristics by an ESTABLISH.Request primitive.

If resources supporting the Link Characteristics are available an Establish Confirm (ECF) message is then returned without the Modify Support for Link Characteristics parameter. If resources are not available, § 8.2.1.1.2.2 applies.

· When an Establish Confirm (ECF) message is received which contains or does not contain a Modify Support for Link Characteristics parameter, the Connection Admission Control shall reflect the Link Characteristics of the corresponding Establish Request (ERQ) message.

· When an Establish Confirm (ECF) message is received which contains a Modify Support for Link Characte​ristics parameter, the served user is informed of the Modify Support for Link Characteristics

If, however, no Modify Support for Link Characteristics parameter is received, the Modify Support for Link Characteristics parameter is not included in the ESTABLISH.Confirm primitive (indicating to the served user modification of the Link Characteristics is not supported).

At an A2IP interworking function the following applies:

· When an Establish Request (ERQ) message is received and modification is supported by the interworking unit, Link Characteristics are used for Connection Admission Control.

If resources supporting the Link Characteristics are available, the A2IP interworking function is informed by ESTABLISH.Indication of the Link Characteristics, and Modify Support for Link Characteristics.

If the ESTABLISH.Response from the A2IP interworking function identifies Modification Support for the A2IP connection, an Establish Confirm (ECF) message with MSIPLC is returned. Otherwise the ECF does not contain the MSIPLC parameter.

· When an Establish Request (ERQ) message is received and modification is not supported, the Link Characteristics are used for Connection Admission Control.

If resources supporting the Link Characteristics are available, the A2IP interworking function is informed by Establish.Indication of the Link Characteristics. On reception of an ESTABLISH.Response from the interworking function an Establish Confirm (ECF) message is returned without the Modify Support for Link Characteristics parameter. If resources are not available, § 8.2.2.1.2.2 applies.

· When an Establish Confirm (ECF) message is received which contains a Modify Support for Link Characteristics parameter, the Connection Admission Control shall reflect the Link Characteristics of the corresponding Establish Request (ERQ) message and the A2IP interworking function is informed of the Modify Support for Link Characteristics by ESTABLISH.Confirm.

· If, however, no Modify Support for Link Characteristics parameter is received, the Connection Admission Control shall reflect the Link Characteristics, and the Modify Support for Link Characteristics parameter is not included in the ESTABLISH.Confirm primitive (indicating to the A2IP interworking function modification of the Link Characteristics is not supported).
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