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1 Purpose
The purpose of this paper is to introduce a new solution for the user plane transport signalling that requires no additional RNL parameter and allows at the same time flexible ATM/IP load balancing scenarios while IP transport option is progressively deployed. 

2 Introduction
A solution has already been shown in the TR25.933 fully allowing ATM/IP interworking with existing RNL parameters. 

Due to the use of NSAP structure, the Transport Layer Address IE (TLA) and Binding ID IE (or Iu Transport Association) can be used to convey both the ATM & IP addresses thanks to the address type information provided by the structure. 

In case of IP addresses, the IP address itself is conveyed by the TLA and the UDP port is conveyed by the Binding ID IE (or Iu Transport Association).

The basic assumption in this solution has been that whenever possible (other alternative exist: dual stack nodes, IP capabilities on both sides…) the non-use of ALCAP is preferred.

This solution however always leads to the IP transport option selection between two dual stacks nodes. Therefore, this paper presents an alternative solution close to the previous one but allowing more flexibility for this case. It allows in particular to perform load balancing and indicate transport preferences for dual stack nodes while IP resources are progressively introduced. 

3 Provisioning and Dynamic Selection of the Transport Option 
This solution allows to perform load balancing and indicate transport preferences for dual stack nodes while IP resources are progressively introduced.
3.1 On Iub 

On the Iub, the use of an additional parameter could be seen as useful to ward off some unavailability of one of the two networks (ATM, IP). This could also be envisaged during a migration phase to smoothly move from one transport technology to another.

However, since connection of NodeBs to RNCs is static and a node B has only one parent RNC this facilitates the filling of an O&M package and it is indeed very easy to add one parameter to this O&M package to inform about the dual-stack capability of a peer side, if desired, for example.

3.2 Inter-working on Iu

It has been shown that the following behaviour described in the TR25.933 fulfills the requirement and is very simple :

If both CN and SRNC have IP capabilities, the CN sends IP address& UDP port.

Otherwise, the CN sends E164 address in the Transport Network Layer Address IE and Binding ID in the Transport Layer Association IE.

In the response direction, only IP information needs to be conveyed.

This scenario without new RNL parameters only assumes that the CN node knows about the SRNC transport capabilities as part of the configuration package already provided (SS7 addresses, etc..). 

Again on this interface, the O&M package already exists and therefore it is a realistic assumption here that any additional parameter can be included in the configuration package.

3.3 Interworking on  Iur

This solution allows the DRNC to make the full decision. It is to be noted that since every RNC can take the role of SRNC and DRNC on a call basis, the ability to perform load balancing is brought to every RNC. Automatic statistical regulation of transport usage is thus ensured possible.

3.3.1 Provisioning of transport capabilities 

It is assumed that an RNC is in relation with a limited number of RNC(s). Thefore it is assumed capable to know the transport capabilities by O&M. The amount of needed resources per transport technology is then provisionned for each of these interfaces. The provisioning may be the result of dimensioning or operator driven network configuration. 

3.3.2 Indicate dynamically in a signaling message the IP Transport Option Availability or ATM Preference 

The originating node sends a transport information to the terminating node, so that the terminating node has all possible information for its decision for selection of the transport option. 

This means that the SRNC can send either its IP address whenever it is IP capable (i.e. dual stack or IP only node) or no address at all when it wants to indicate IP resource unavailability on its side or a preference for ATM.

Sending an IP address allows the DRNC to make the full decision by indicating back its preferred transport. Thus when an ATM address is returned, ATM bearer is established. When an IP address is returned, IP bearer is established.

To the opposite, sending no address forces the DRNC to use ATM.

3.3.3 Benefits 

This Iur solution is a compromise solution that presents a lot of benefits:

- full flexibility for the receiving node (SRNC for Iu, DRNC for Iur, Node B for Iub) as it knows the capabilities of the originating node,

- the two transport options are equal, 

- load sharing and operator preference (configured) could be supported,

- migration scenario fulfilled: If an operator wants to migrate a UTRAN node from ATM to IP, the UTRAN node will during a shorter or longer period of time have both transport options available and the actual switchover might be difficult to plan in advance. As soon as the ATM node becomes also IP capable during a migration phase, it can send an IP address instead of no address.

- no New IEs at all is added to the RNL. 
3.3.4 Drawbacks 

This solution is based on the assumption that the usage of transport resources is symmetrical.

Thus, only one node (the DRNC) has the possibility to decide for using the IP transport option, SRNC can only decide for ATM transport.

In case of ATM resource unavailability at the SRNC, there is no way to force the DRNC to establish an IP transport bearer. 

4 Specification Requirement
It is considered that there is no need to specify the behaviour of the SRNC and DRNC. 

It leaves the load balancing up to the implementation and network configuration to allow for smooth transition scenarios.

For example, the SRNC behaviour could be to start the sending IP address (instead of no address) at the time IP transport option is introduced on the interface and let then the DRNC control the load balancing according to the respective resource availability of the two transport technologies.  

5 Proposal
1. Include section 3 in the study area as an alternative solution to the one already described into the section 6.5.1.3 of the TR25.933 renamed “solution with higher flexibility using no additional parameter”.

2. Include the following agreement in the section 7.4 of [1]: 

“No new information element is introduced in the RNL for the IP UTRAN option. The Transport Network Layer Address shall be used to communicate E164 or IP address and the Transport Network Layer Association shall be used to communicate Binding ID or UDP port number.”
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