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1 Introduction

This contribution provides a detailed study of the gains achieved by the reduction of information transfer. The analysis is done for an FDD scenario (including FDD and GSM neighbouring cells) but could easily be applied to the TDD case as well.

2 Solution Outline

In this solution there would be one Cell Configuration Generation Index (CCGI) for cell attributes of a cell. The attributes covered by the CCGI are:

· The static attributes of the accessed cell (the cell where an RL is being established) that are: 

a) optional, 

b) not conditioned by the presence of D-RNTI (RL Setup procedure; in R’99, R4, and R5 attributes normally provided to the SRNC as part of the neighbouring cell information), and 

c) typically configured and not changed so frequently.

· The attributes of the cells neighbouring the accessed cell except the ones that are typically assigned values based on the current connection with the UE, e.g., Frame Offset for FDD neighbouring cells. 

The attributes of the cells neighbouring the accessed cell not covered by the CCGI
 will be sent in a new IE to avoid sending attributes covered by the CCGI just because they are mandatory parts of the current neighbouring cell information IEs. This solution is a slight modification of the solution outlined in ref. 1 done in order to improve the performance gain. 

3 CCGI Performance Analysis

3.1 CCGI Size

It is considered that the size of the CCGI is not really a critical choice, however it should not be too small, in order to have a sufficient number of values before the counter restarts, and not too big, so that the achieved gain is not impacted. A reasonable length for the CCGI is thus considered to be equal to 1 byte. The CCGI have to be included in a protocol container since it is a new IE. The total size will then be 5 bytes (4 for the container).

3.2 Comparison between CCGI and replaced information length

3.2.1 FDD Cell Information

For an accessed FDD cell the CCGI would correspond to the following optional cell level parameters, normally provided as cell attributes of a cell where a RL is being established:

Information Element
ASN.1 Type
Size [bytes]

URA Information
INTEGER (65536) + ENUMERATED with 2 values (no extension) + number of  RNCs in URA  * INTEGER (4096)
2 1/8


Cell GAI
Number of points * [ENUMERATED with 2 values (no extension) + INTEGER (0..223-1) + INTEGER (-223..223-1)]
X*[1/8 + 3 7/8 + 4] = 
24


UTRAN Access Point Position
ENUMERATED with 2 values (no extension) + INTEGER (0..223-1) + INTEGER (223..223-1)
8 1/8 

Secondary CCPCH Info

 ?

?5

Closed Loop Timing Adjustment Mode
ENUMERATED with 2 values (extensible) 
1/8 (inside the defined range)

Cell GAI Additional Shapes
CHOICE (extensible) of :

(1)           [ENUMERATED with 2 values (no extension) + INTEGER (0..223-1) + INTEGER (-223..223-1)] + INTEGER (0..127)

OR

(2)          [ENUMERATED with 2 values (no extension) + INTEGER (0..223-1) + INTEGER (-223..223-1)] + [INTEGER (0..127) + INTEGER (0..127) + INTEGER (0..179)] + INTEGER (0..127)

OR

(3)          [ENUMERATED with 2 values (no extension) + INTEGER (0..223-1) + INTEGER ((-223..223-1)] + [ENUMERATED with 2 values (no extension)  + INTEGER (0..215-1)] + INTEGER (0..127)

OR

(4)          [ENUMERATED with 2 values (no extension) + INTEGER (0..223-1) + INTEGER (-223..223-1)] + [ENUMERATED with 2 values (no extension)  + INTEGER (0..215-1)] + [INTEGER (0..127) + INTEGER (0..127) + INTEGER (0..179)]  + INTEGER (0..127) + INTEGER (0..127)

OR

(5)          [ENUMERATED with 2 values (no extension) + INTEGER (0..223-1) + INTEGER (-223..223-1)] + INTEGER (0..216-1) + INTEGER (0..127)
+ INTEGER (0..179) + INTEGER (0..179) + INTEGER (0..127)
3/8 +

Choice of :

8 7/8

OR

11 5/8

OR

10

OR

14 4/8

OR

13 6/8

 (plus 4 bytes due to the extra protocol container needed for this IE)

The above information represents (2.250 bytes + size of Area/point IE
):

· 10.375 bytes 
including UTRAN Access Point Position

· 15.500 bytes (at least
)
including Cell GAI Additional Shapes

· 26.250 bytes
including Cell GAI3
· 23.625 bytes (at least
)
including UTRAN Access Point Position and Cell GAI Additional Shapes

· 34.375 bytes 
including UTRAN Access Point Position and Cell GAI3
Note 1.
The Uplink SIR Target (only RL SETUP RESPONSE/FAILURE) would not be represented by the CCGI since it is typically dynamically set for each RL: 

Note 2.
The following optional parameters (also provided on the cell level) would not be represented by the CCGI since they are normally provided to the SRNC as cell attributes of a neighbouring cell, see further below: 

· Primary Scrambling Code

· UL UARFCN

· DL UARFCN
3.2.2 FDD Neighbouring Cell Information

For the neighbouring cells level of the accessed cell the CCGI would correspond to the following parameters, normally provided as cell attributes of a neighbouring FDD cell (the corresponding list exist for neighbouring TDD cells) where a RL is being established:

Information Element
ASN.1 Type
Size [bytes]

UL UARFCN
INTEGER (0..16383,...)
15/8 (inside the defined range)

DL UARFCN
INTEGER (0..16383,...)
15/8 (inside the defined range)

Primary Scrambling Code
INTEGER (0..511)
9/8

Primary CPICH Power
INTEGER (-100..500)
10/8

Cell Individual Offset
INTEGER (-20..20)
6/8

Tx Diversity Indicator
ENUMERATED with 2 values (no extension)
1/8

STTD Support Indicator
ENUMERATED with 2 values (no extension)
1/8

Closed Loop Mode1 Support Indicator
ENUMERATED with 2 values (no extension)
1/8

Closed Loop Mode2 Support Indicator
ENUMERATED with 2 values (no extension)
1/8

Restriction State Indicator
ENUMERATED with 2 values (extensible)
2/8 (inside the defined range)

(plus 4 bytes due to the extra protocol container needed for this IE)

The above information represents 11.625 bytes.

Note!
The Frame Offset (1 byte) would not be represented by the CCGI since it is calculated individually for each UE.

In addition to the cell attributes of a neighbouring cell the following is provided for each RNC (other than the DRNC) with neighbouring cells:

Information Element
ASN.1 Type
Size [bytes]

 CN PS Domain Identifier
OCTET STRING (SIZE (3)) + OCTET STRING (SIZE (2)) 
5

CN CS Domain Identifier
OCTET STRING (SIZE (3)) + OCTET STRING (SIZE (2)) + OCTET STRING (SIZE(1))
6

The above information represents 11 bytes.

3.2.3 GSM Neighbouring Cell Information

For the GSM neighbouring cells the CCGI would replace all the GSM Neighbouring Cell Information since this is an optional IE containing only static parameters. The GSM Neighbouring Cell Information consists of:

Information Element
ASN.1 Type
Size [bytes]

CGI
OCTET STRING (SIZE(3)) + OCTET STRING (SIZE(2)) + OCTET STRING (SIZE(2))
7

Cell Individual Offset
INTEGER (-20,..,+20)
5/8

BSIC
BIT STRING(3) + BIT STRING(3)
6/8

BCCH ARFCN
INTEGER (0..1023)
10/8

Band Indicator
Enumerated (2 values)

extensible
2/8

The above information represents 9.875 bytes. Since the GSM Neighbouring Cell Information is completely replaced by the CCGI also the 4-byte overhead from the protocol container can be omitted when the received CCGI is valid. This means that the total number of bytes represented by the CCGI is 13.875.

3.2.4 Summary

Assume a one byte CCGI and non-static cell attributes (currently only the Frame Offset) being reported per neighbouring FDD cell (with C-ID). This results in the following increase/reduction of information transferred on the Iur interface:

· RL SETUP/ADDITION REQUEST
In these messages the CCGI of each accessed cell would be sent corresponding to an increase of 5 bytes per cell where an RL is being established.

· RL SETUP/ADDITION RESPONSE/FAILURE
When the CCGI received is the current ones there would be a reduction of 34.375 bytes per cell2,3,
 (assuming that the cell is not DRAC controlled), 11.625 bytes per neighbouring FDD cell, 13.825 bytes per GSM neighbouring cell, and 11 bytes per RNC (other than the DRNC) controlling the neighbouring cells. 

This means that 5 bytes in the request message replaces the 34.375 bytes per cell2,3,8 (assuming that the cell is not DRAC controlled), 11.625 bytes per FDD neighbouring cell, 13.825 bytes per GSM neighbouring cell, and 11 bytes per RNC (other than the DRNC) controlling the FDD neighbouring cells in the response/failure message.

Note!
The above estimate does not take into account the full ASN.1 structure, so the effect of i.e. ‘indicators for optional IEs’. The gain would consequently increase somewhat if the full ASN.1 structure is analysed. 

3.3 Gain from the CCGI Mechanism

Given the above results, we can see how the reduction of information transfer on Iur becomes more and more significant with an increasing number of neighbouring cells.

The following notation is used in the diagrams:

(DRNC)
The DRNC controls all neighbouring cells.

(1 RNC)
Some of the neighbouring cells are controlled by another RNC than the DRNC.

(4 RNCs)
Some of the neighbouring cells are controlled by other RNCs (4 in total) than the DRNC.
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Fig.1: Accessed FDD cell with only FDD N-Cells: Number of bytes transferred of cell and neighbouring cell information on Iur vs. number of neighbouring cells with and without the CCGI mechanism.
(note that the column for “CCGI” is barely visible in the diagram)
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Fig.2: Accessed FDD cell with only FDD N-Cells: Reduction in transfer of cell and neighbouring cell information on Iur using the CCGI mechanism.
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Fig.3: Accessed FDD cell with only GSM N-Cells: Number of bytes transferred of cell and neighbouring cell information on Iur vs. number of neighbouring cells with and without the CCGI mechanism.
(note that the column for “CCGI” is barely visible in the diagram).
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Fig.4: Accessed FDD cell with only GSM N-Cells: Reduction in transfer of cell and neighbouring cell information on Iur using the CCGI mechanism.

The above diagrams show the reduction in information transfer in relation FDD and GSM Neighbouring cells. The amount of information transferred for TDD and LCR TDD neighbouring cells is fairly similar to the FDD information thus a similar gain can be expected. 

Putting these numbers into an example with the following configuration:

· 2 FDD frequency layers

· complete overlay of GSM cells (coinciding in coverage)

· each FDD cell has 6 intra-frequency neighbouring cells 

· each FDD cell has 7 inter-frequency neighbouring cells 

· all the FDD cells are controlled by the same RNC (the DRNC)

· Additional assumptions
:
- no other RNC controlling cells in the URA 
- no cell in the DRNC is controlled by DRAC
- the UTRAN Access Point Position and Cell GAI are part of the cell attributes with 3 points in the Cell GAI (the minimum number of points to describe an area)
- the parameters with extensible value ranges are within the initial value range

This gives in total 20 neighbouring cells (6+7 FDD and 7 GSM). With one accessed FDD Cell the reduction in information transferred over Iur due to the accessed cell and these neighbouring cells is 205 bytes
 corresponding to 97.6% using the CCGI mechanism.

Considering possible deployment scenarios, we can see that for example in case of shared network scenarios with many operators present in the same region, the number of neighbouring cells could be extremely significant.

3.4 Bandwidth Saving

The amount of bandwidth saving is to some extent dependent on network configuration (number of Ncells/cell, number of RNCs controlling the Ncells, number of cells/procedure, etc.), feature support (DRAC, etc.), etc. However, using the example network from chapter 3.3 above the following bandwidth saving is achieved.
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Fig.5:  Bandwidth saving on Iur using the CCGI mechanism.

3.5 Impact on Memory Usage

It has been argued that the CCGI mechanism increases the need for memory in an SRNC, see ref. 2. However, this is not true.

Some alternative methods of storing the cell/neighbouring cell Information in the SRNC:

1. As currently the cell and “list of” neighbouring cell information is stored for every UE Context in the SRNC (without any CCGI).

2. Each cell and “list of” neighbouring cell information is stored once (per CCGI) in the SRNC and maintained as long as there is at least one active UE Context using the information.

3. Each cell and “list of” neighbouring cell information is stored once (per CCGI) in the SRNC and maintained as long as there is at least one active UE Context using the information. When no active UE Context is using the information a timer is started. At timer expiry the cell and “list of” neighbouring cell information is removed from the SRNC memory.

4. As 3 above but maintaining the 10, 20, 100, … most commonly accessed cells/Ncells.

5. As 3 above but maintaining the 10, 20, 100, … most recently accessed cells/Ncells.

Each of the methods 2-5 above can easily be used to reduce the memory usage requirement on the SRNC with the only exception the if there are almost no commonly used cells at all then there is no memory gain and in extreme cases even a slight increase (requires that each cell and “list of” neighbouring cell information stored is only needed by one UE Context) in memory utilisation. The worst case is 1 extra byte (the CCGI) per UE Context and Radio Link.

Assume the configuration example in chapter 3.3. In this configuration memory usage reduction is possible using the CCGI mechanism if there are more than (on an average) roughly 1.005 UE Contexts
 using a cell and “list of” neighbouring cell information represented by a CCGI.

Note!
If there in contrast to the solution outlined in chapter 2 is one CCGI per neighbouring cells the memory need would be even more reduced.

3.6 Impact on Processing Power 

When utilising the advantage of the CCGI mechanism to store the information related to a certain cell and CCGI only once there is also reduction in processing power needed to analyse the received cell and neighbouring cell information. Currently whenever the SRNC receives cell related information, it has to analyse it in order to make decisions, while if the SRNC is provided with an a priori knowledge that nothing has changed it can avoid doing the analysis as long as it considers the CCGI valid. This saves processing power.

3.7 Possible performance improvement given the current standardisation trend

Lately, in RAN3, we have seen an increasing number of cell related information being added to the Neighbouring Cell Information over Iur, like for example the Restriction State Indicator for the feature ‘Cell Reserved for Operator’s Use’, one of the solutions under discussion for network sharing and the Flexible Hard Split Support Indicator for DSCH Hard Split Mode. It was also discussed in meeting #23 if RAN3 should adopt a cell classmark approach to take this type of information into consideration, showing the increasing amount of static cell related information that is being specified.

It can be seen that this is information whose Iur signalling could possibly be optimised with an efficiency improvement mechanism like the CCGI based one. Therefore it can be said that ‘the benefits of the CCGI mechanism become more and more important in a future perspective”.
Note!
New cell and neighbouring cell attributes are added in extension containers of the protocol, either individually or grouped together. This further adds to the size of the new attributes. (Each protocol container adds a 4-byte overhead.)

4 Conclusions 

It is concluded that the CCGI mechanism outlined in this document provides significant gains with respect to:

a) reduced memory need in the SRNC,

b) reduced processing power for message analysis and decisions in the SRNC, and

c) reduced information transfer.

There are further more some gains with respect to bandwidth utilisation. 

However, memory is relatively inexpensive and the gains in processing power are difficult to quantify so these gains may be less important.

Finally, it is concluded that the CCGI mechanism outlined in this document provides a general mechanism that effectively reduces the information transfer on Iur of current and future cell/neighbouring cell attributes that are “static”.

5 Proposals

It is proposed to:

1. include the contents of chapter 3 in chapter 6.3, part of TR 25.884.

2. include the contents of chapter 2 in chapter 6.3, part of Study Areas of TR 25.884.

3. remove open issue 1 (cost versus benefit investigation) from chapter 6.4, part of Study Areas of TR 25.884.

4. discuss if the solution outlined in this contribution is better than the solution outlined in ref. 4. (Note 1.)

Note 1.
The solution outlined in this contribution reduces the transfer of static current and future cell/neighbouring cell attributes.

The solution outlined in ref. 4 reduces the size of future “capability indicators” and thereby reducing the size increase of the future neighbouring cell attributes (if “capability indicators” is the main addition to the size increase of the future neighbouring cell attributes).
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� The attributes that are typically assigned values based on the current connection with the UE.


� Assuming no other RNC controlling cells in the URA (should be close to a reasonable average).


� Assuming 3 points in the Cell GAI (the minimum number of points to describe an area).


� Used for DRAC controlled cells.


� The ASN.1 type and the actual size largely depend on the configuration of the DRAC function. In this report no opinion on what a reasonable or the most commonly used configuration is.


� The size depends on the choice of which shape to include in the Cell GAI Additional Shapes IE.


� The size depends on the choice of which shape to include in the Cell GAI Additional Shapes IE. This size corresponds to having a point with uncertainty in the Cell GAI Additional Shapes IE. Note that it does not really make sense to have this shape in combination with the UTRAN Access Point Position.


� Assuming that the UTRAN Access Point Position and Cell GAI are part of the cell attributes.


� All these assumption reduces the gain somewhat.


� 5 bytes transferred in the RL SETUP/ADDITION REQUEST message instead of 210 bytes in the RL SETUP/ADDITION RESPONSE message. 


� The information (not including the bytes for the IE containers transferred on Iur) corresponding to the CCGI is 198 bytes (per RL). The CCGI is 1 byte. This means that stored for one UE Context there would be 199 bytes with the CCGI solution and 198 bytes without it. If there are 1.005 UE Contexts using the information represented by the CCGI then each UE Context will require 198 bytes of memory (199/1.005). 
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