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1. Introduction

In this contribution, it is proposed that the synchronization information of cells in the active set can be transmitted through direct radio links between NodeBs in the IP UTRAN structure.  The serving-cell-change concept mentioned in the following text will only refer to the UE-controlled serving cell change, or FCS in later versions, if no explicit explaination.

2. Existing problems of serving-cell-change

2.1  Synchronization approaches via RNC

Scheduling functions are proposed to be moved from RNC to NodeBs in highspeed applications like HSDPA. HARQ and MCS in NodeB makes the transmission of PDUs unpredictable in RNC. RNC may not know which PDU should be relocated to the new serving-cell when it wants to perform a serving-cell-change.Therefore, a mechanism is required for all active cells to keep their PDU queues synchronized. 

Currently, there are four approaches suggested for the queue synchronization:

·RLC of UE reportes the sequence number of the last received PDU to RNC and by which RNC will inform other cells of the successful PDUs. This apparently suffers from delays at the Iub/Iur interfaces. 

·UE sends synchronized uplink messages to all cells in the active set at each reception of the DL PDUs. It however would require the MAC-hs in the NodeB to read RLC sequence numbers.

·MAC-hs of the serving cell provides the count of PDUs transmitted to the RLC layer at the RNC, and RNC will estimate the sequence number of the last successful PDU and let it known in the active set. The estimation is not precise enough due to the HARQ and potentially missing PDUs.

·The serving Node B provides a bitmap of its queue to the RNC on demand. It take into account the factor of HARQ and transmission variance, and is believed to be the best approach in the above in terms of delay as well as obeying protocol layering rules. However, the bitmap message is triggered by RNC, with Iub/Iur delays still on the signalling way. 

2.2 Cache filling of the new active cell by the RNC

When a cell newly enters the active set,  it needs the PDU queue just as those in other cells to keep the synchronization. Recent mechanism of serving-cell-change makes these PDU delivered again form RNC, where an extra synchronization request must be sent to the serving cell to ask which PDUs need to be filled to the new cell. The request, report and forwarding of these PDUs via RNC are too costly in time. 

3. Serving-cell-change based on direct communication between NodeBs  

In R5, IP transport is introduced to UTRAN.  NodeBs can be linked directly to the IP routing network as the same as RNCs, therefore direct interconnection of NodeBs on the RNL is possible. It allows a shortcut for the cell synchronization in the active set. 

This contribution is to propose a synchronization solution for serving-cell-change based on the direct NodeB interconnections 

There are three procedures included in this solution: 

·The synchronization of PDU queues in the active set when the set is remain unchanged

·The cache-filling of a new active cell when the active set updated

·The change of the serving cell

Figure 1 is the message flows among involoved entities of this serving-cell-change scheme:

[image: image1.wmf]UE

NodeB-1

RNC

serving

cell-2

cell-4

NodeB-2

NodeB-3

cell-5

cell-1

cell-3

a)Synchronization via inter-NodeB links

UE

NodeB-1

RNC

serving

cell-2

NodeB-3

cell-1

cell-3

b)PDU transfer to the new cell via the inter-NodeB links

PDU transfer to the new cell

cell-4

NodeB-2

cell-5

PDU received in parallel 

PDU delivery

cell

Synch. messages

Synch. messages

PDU delivery

cell

inactive cell

cells in the active set

serving cell


Figure 1 Synchronization and PDU forwarding via inter-NodeB pathes

In Figure 1.a) the serving cell transfers synchronization messages to other active cells via their inter-NodeB radio links. The other cells will adjust their PDU queues according to messages. In Figure 1.b) when a new cell enters the active set, the serving cell transfers its PDU queue to the new cell via their inter-NodeB path. Meanwhile, RNC will not stop delivering new PDUs to all the active cells. The NodeB of the new cell, i.e. NodeB-2 in the figure, will have to receive two streams of PDUs during this period. 
There is a control function needed to be added to the MAC-hs of each NodeB in the active set.  It offers different functions in different nodes: 

·in the serving NodeB,

- to generate the synchronization message according to the latest state of PDU queue, and send it to the  other NodeBs via the inter-NodeB pathes;

- to packet the residual PDU queue into a message and forward it to the new member of the active set via the inter-NodeB path between them;

·in other NodeBs of the active set,

- to receive the synchronization message from the inter-NodeB path, and adjust the local PDU queue accordingly

- to receive the forwarded PDUs from the serving NodeB via the inter-NodeB path

- arrange the interlacedly arrived PDUs from both the inter-NodeB path and the RNC-NodeB path into the local PDU queue 

When a new serving cell is selected, it can start the DL transmission immediately with the already synchronized PDU queue. This will increase the DL smoothness during the serving-cell-change. The synchronization may be performed intensively,  even per TTI. Serving-cell-change inter- or intra- RNCs will not affect the proposed mechanism. 

4. Inter-NodeB link management 

Management for the inter-NodeB radio links includes three procedures: 

·Link setup

- between RNC and a new NodeB in the active set

- between the serving NodeB and the new eligible NodeB

Two UDP ports should be assigned in the new NodeB, one is for the Iub RL to RNC and the other is for the inter-NodeB RL.

·Link release:

- for the link between RNC and a deactivated NodeB

- for the link between the serving NodeB and the deactivate NodeB

All resources associated with the inter-NodeB links will be freed.

·Link modification:

This happens when the serving-cell-change between different NodeBs. The link between the former and the latter serving NodeBs will be reversed. Other inter-NodeB links should be re-directed to the new serving NodeB.

HS-DSCH FP can be used on these pathes to carry synchronization messages as well as forwarded PDUs. Link management procedures are independent to the synchronization of cells' PDU queues. 

5. Advantages  

With direct inter-NodeB connections, the synchronization among active cells will be simpler and faster. Gains will exist on both RNL and TNL because of signalling and transportation shortcuts. 

Data exchange among NodeBs will be more freely without the Iur/Iub interfaces delays. Signallings on the Iur/Iub interfaces can also be reduced. This will benefit the effort to distribute RNC functions to NodeBs in later distributed UTRAN structure. 
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