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Introduction

In RAN WG1 several schemes have been proposed for the steady state phase of Node B synchronization [1]. In particular, two approaches, one in which the control is centralized at the RNC, and another in which control is de-centralized into the individual Node Bs have been proposed. Both methods have their advantages and disadvantages and some combination of the two might also be desirable.

For further details see [1].

At WG1#22 it was discussed, that not the specific algorithm itself will be standardized, to leave some implementation flexibility here. This paper describes an approach for the “steady state phase” of Node B synchronization, which would give the operator the maximum flexibility in determining the method to synchronization applied according to software in the RNC. Indeed an operator may choose to run centralized control in one area and de-centralized control in another.
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Proposal

It is proposed to include the following text changes into TR R3.004 on ‘Node B Synchronization for 1.28 Mcps TDD (Iub/Iur aspects)’.
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6
Study Areas

6.1
General

This section contains some basic information about Node B synchronization over the air for 1.28Mcps TDD.

6.1.1 DwPCH for Node B Synchronization

The DwPCH is currently exclusively used for downlink synchronization. In 1.28Mcps TDD there exist 32 cell groups, each using a unique SYNC_DL code, which is transmitted in the DwPTS timeslot. The DwPTS consists of a Guard Period and a 64 chip long sequence, the SYNC_DL sequence (cf. Figure xx). The SYNC_DL sequence within the DwPCH is modulated with respect to the midamble of the P-CCPCH (which is always in TS#0) in order to indicate the position in the interleaving period, whether it is an odd or even radio frame and first or second subframe respectively. 
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Figure 1: Structure of DwPTS

A cell transmits its normal SYNC_DL sequence in the DwPCH. The cells will be transmitting more often than they will be making measurements. Scheduling information is used to inform a cell when to listen to its neighbours, at which time it must blank its own DwPCH. The scheduling of the listening/blanking sequence for each of the cells is controlled by the RNC.

All other cells transmit their SYNC_DL and the listening cell makes measurements of these neighbours. A cell will always transmit its steady-state SYNC_DL sequence using one of the three 1.6 MHz frequency bands, whereas the immediate neighbours of any cell will transmit their SYNC_DL on either of the other two frequency bands. A cell must be scheduled to listen to each of the three frequency bands in turn, in order to obtain a complete set of measurements.

6.1.2
Over the Air Cell Synchronization mechanism

For cell synchronization over the air interface three different synchronisation stages are distinguished:

-
Initial synchronisation, 
The initial synchronisation is used when a TDD network is newly established and has to be synchronised. It is assumed that none of the cells is supporting traffic at this time. The initial synchronization consists of three phases: the preliminary phase, the frequency acquisition phase, and the initial phase

-
Steady-State phase, 
In the steady state phase the synchronisation mechanism during normal operation applies.

-
Late-Entrant cells, 
Synchronisation mechanism for cells to be added to a synchronous network or cells recovering from loss of radio interface synchronisation.

 6.1.3
Synchronization Procedures
The Node B synchronization procedure for 1.28Mcps TDD is an optional procedure based on  the usage of the transmissions of the DwPCH according to an RNC schedule. The timing offset measurements are reported back to the RNC for processing. The RNC generates cell timing updates that are transmitted to the Node Bs and cells for implementation. 
The synchronization procedure has four phases to bring a network into a synchronized operation, the preliminary phase, the frequency acquisition phase, the initial phase and the steady-state phase. For Node Bs and cells with high accuracy frequency references, the frequency acquisition phase may be omitted. The procedure for late entrant cells is slightly different and is described separately.
6.1.3.1
Initial synchronisation
Preliminary Phase

1) There should be at least one cell in each RNC area (i.e. in the RNS) that is synchronised by an external reference (e.g. GPS). This cell should determine the local time modulo SFN period.
2) The RNC has to know at which of the cells the external reference is connected.
3) The RNC retrieves the reference timing signal from the cells that have a GPS. When receiving the response, the RNC adjusts its internal clock RFN (RNC Frame Number), compensating the Iub delay by subtracting half of the known round trip Iub delay.
4) Now the RNC proceeds by updating the timing of all the remaining cells in the RNC, instructing them to adjust their clocks. Each of the timing offsets is adjusted by the half  Iub round trip delay for that Node B.

Frequency Acquisition Phase

The procedure for frequency acquisition is used to bring cells of an RNS area to within frequency limits prior to initial synchronisation. No traffic is supported during this phase:

1) The cell(s) identified as reference cell, e.g. external referenceclock is connected to, shall transmit continuously  a SYNC_DL  sequence continuously throughout each radio frame period. Note: timeslots are not supported during the frequency acquisition phase.. 

2) All other cells are considered as unlocked (i.e. not in frequency lock).

3) While being in this state, a cell shall not transmit, but shall listen for transmissions of SYNC_DL from other cells. The cell shall perform frequency locking to any transmission received.

4) When a cell has detected that it has locked its frequency to within 50 ppb of the received signal it shall signal completion of frequency acquisition to the RNC and should begin transmitting the own SYNC_DL.

5) When the RNC has received completion of frequency acquisition signals from all cells the frequency acquisition phase is completed.

Initial Phase

The procedure for initial synchronization is used to bring cells of an RNS area into synchronization at a network start up.

If the Preliminary Phase is completed step 1 and 2 of the initial phase can be omitted.

1) The RNC sends a request over the relevant Iub to the cell(s) with GPS reference for a timing signal. The RNC adjusts its clock appropriately, compensating for half of the known round trip Iub delay.

2) The RNC sends timing updates over the Iub to all the cells, apart from the one containing the GPS, instructing them to adjust their clocks towards its own timing.

3) At this point, none of the cells is supporting traffic. All cells are instructed to transmit the SYNC_DL one-at-a-time and for the others to listen based on RNC schedule for initial synchronisation. The SYNC_DL sequence is transmitted continuously throughout each radio frame period. Note: timeslots are not supported during the initial phase.
4) The cells that listen to transmissions and successfully detect other cells SYNC_DLs report their timing and received S/(N+I) to the RNC over the relevant Iub. Knowing the schedule, the RNC is able to determine the cells which made the transmission and place a measurement entry in the relevant place in its measurement matrix. After all cells have made their transmissions, the RNC computes the set of updates which will bring the cells nominally into synchronization.

5) Steps 3 and 4 are repeated several times (typically 10). This serves two purposes:

· The rapid updates allow the correction of the clock frequencies as well as the clock timings to be adjusted in a short space of time. This rapidly brings the network into tight synchronization.

· The S/(N+I) values are averaged over this period. This provides more accurate measurements (averaging over noise and fading) which can be used in the automatic generation of a measurement plan.

6) The S/(N+I) values are used, automatically, to plan a measurement pattern. This is performed as follows:

· A matrix of minimal connectivity is computed on the basis of designating pairs of cells are minimal neighbours if either their estimated average S/(N+I) exceeds a threshold or if they have mutual neighbours.

· The set of cells is divided into partitions of cells. Each partition must satisfy the requirement that no pairs of cells with the same SYNC_DL within that partition are minimally connected.

6.1.3.2
Steady-State Phase
The steady-state phase allows the system  to reach/or maintain the required synchronization accuracy.

1) Each of the cells transmit its own predetermined SYNC_DL on the DwPCH and receive the specific SYNC_DL of neighbouring cells according to the above procedure. All cells report the reception timing for each specific SYNC_DL back to the RNC. Note: timeslots are now supported and the DwPCH is carried in the DwPTS only.
2) At the end of each cycle, the RNC collates the information. In general there should always exist a path of bi-directional valid measurements that link every cell either directly or indirectly to the cell with reference clock. However, the model is arranged such that only those cells which have such a path will be updated on any given occasion.

3) The process of transmissions/measurements and updating then continues indefinitely.

6.1.3.3
Late-Entrant Cells
The scheme for introducing new cells into a synchronized RNS is as follows:

1)  Late-entrant cells (new cells being added without GPS receiver) or cells recovering from unavailability shall first be roughly synchronised via Iub interface messages..

2) The RNC should tell the late-entrant which SYNC_DL codes and carrier frequencies to listen for, corresponding to its neighbour cells.  After the late-entrant cell has achieved frequency lock it should be reported to the RNC.

3) The late entrant then continues to listen and then reports the timing of the sync bursts that it receives. The RNC knows the location of all cells and therefore should be able to compute a timing adjustment for the late-entrant that takes into account the expected propagation delays between the late-entrant and its neighbours. The RNC adjusts the cell and the cycle is repeated until the RNC is satisfied that the cell’s timing is accurate enough for it to be allowed to enter the Steady State phase.
4) The RNC can then give the late-entrant cell its own schedule for sync burst transmission and reception and can also include it in the schedules given to its neighbouring cells..

6.2
Iub interface

Procedures are necessary 

· to instruct the transmitting Node B to transmit its normal SYNC_DL sequence in the DwPTS and 

· to blank the DwPCH of the listening Node Bs and 

· to request measurements from the individual cells.

The same procedures can be used as for Node B synchronization for 3.84Mcps TDD. Additional procedures for the flexible signalling approach for the steady state phase must be introduced.
The same message can be used as for Node B synchronization for 3.84Mcps TDD. Additional messages for the flexible signalling approach for the steady state phase must be introduced.

It is expected that there are impacts on the information elements, which are introduced for the Node B synchronization for 3.84Mcps TDD, but it can be solved in a backward compatible way. 

6.3
Iur interface 

It is expected that Node B Synchronization for 1.28 Mcps TDD (Iub/Iur aspects) affects the NBAP [1] specification and the Synchronization in UTRAN Stage 2 [2]. Since it is assumed that each RNC area is synchronized individually to at least one reference clock, this ensures automatically synchronization between RNC areas. Therefore no communication over Iur is necessary between RNC areas.

6.4
Node B

The transmitting Node B would send its normal SYNC_DL sequence in the DwPTS. The neighbouring Node Bs measure this sequence in their DwPTS, therefore the DwPTS has to be blanked in the listening cells for certain subframes to allow the measurements of the transmitting Node Bs. Furthermore at least one external reference clock (e.g. GPS receiver) has to be added per connectivity area.

6.5
RNC 

The RNC has to control the whole algorithm, the initialisation and establishment of a connectivity plan, collection of measurements and computation of the adjustment commands as well as support the necessary NBAP signalling. It may estimate the synchronisation accuracy between cells and signal the relevant information to the UEs for handover. All algorithms involved in the computation of timing updates and schedules are proprietary.

6.6
Synchronisation Signalling aspects

6.6.1
Initial Synchronisation

This stage covers the "Preliminary Phase" where the Node B is roughly synchronised via Iub interface messages, and the "Initial Phase" where the radio interface timing of the cells is fine-tuned via radio for the first time.

6.6.1.1
Preliminary Phase

Iub signalling in the preliminary phase shall serve the following purposes:

-
Reference cell identification: The RNC shall be informed at which of the cells the external reference clock (e.g. GPS receiver) is connected.

-
Reference time retrieval: For the initial adjustment, the reference time of a cell where a GPS receiver is connected has to be requested.

-
Initial Synchronisation adjustment: The reference time has to be provided to the cells without the GPS receiver.

The procedures and messages for 1.28 Mcps TDD are identical to those described for 3.84 Mcps TDD in [3] and appropriate amendments have already been incorporated into the NBAP specification [1].

Reference Cell Identification:

The information about the reference clock availability is included within the RESOURCE STATUS INDICATION message that is sent from the Node B to the RNC when a Local Cell becomes existing at the Node B.

Reference Time Retrieval:

For the reference time retrieval the DL Transport Channels Synchronization procedure on the PCH frame protocol (see [4]) can be used. At this phase, a timing granularity of one radio frame is considered sufficient, which can be achieved by retrieval of the SFN which the cell has derived from the external reference clock.

Initial Synchronization Adjustment:

For the cells to adjust first the DL Transport Channels Synchronization procedure on the PCH frame protocol shall be performed in order to determine the deviation from the reference SFN.

By means of the CELL SYNCHRONISATION ADJUSTMENT REQUEST message, the Frame Adjustment value is then transmitted by the RNC to the cells without an external reference clock.
6.6.1.2
Frequency Acquisition Phase

The frequency acquisition phase is used to bring cells of an RNS area to within frequency limits prior to initial synchronisation. No traffic is supported during this phase.

Reference Cell Transmission

The cell(s) identified as reference cell, i.e. external reference clock is connected to, shall transmit a SYNC_DL sequence continuously according to the information given in the Cell Synchronisation INITIATION Request message. Every reference cell shall transmit the same SYNC_DL code on the same carrier frequency.
Note: 1.28Mcps TDD timeslots are not supported during this phase.
Other Cell Reception

All other cells are considered as unlocked (i.e. not in frequency lock) and shall listen for the SYNC_DL sequence from locked cells. For setting the parameters within the Node B to listen for transmission from other cells, the Cell Synchronisation INITIATION Request message is used.

When a cell has detected that it has locked its frequency to within 50 ppb of the received signal, it shall signal completion of frequency acquisition to the RNC via a Cell Synchronisation report message and then begin continuous transmission of the common SYNC_DL sequence itself.

The process continues until the RNC has received completion of frequency acquisition signals from all cells at which point it sends a Cell Synchronisation terminATION Request message to each cell to stop all transmissions.

6.6.1.3
Initial Phase

In the initial phase the RNC will establish the "connectivity matrix", and in addition, the cells are for the first time brought into fine-synchronisation. During the initial phase any UE connections are disabled. The following procedures will have to be considered:

-
Cell Sync Burst Instruction: Each cell is instructed to transmit a cell sync burst at a certain SFN number and to listen to other cells’ sync bursts for the rest of the time.

-
Cell Sync Bursts Measurement Report: The cells report on measured cell sync bursts.

-
Synchronisation Adjustment: The RNC provides timing adjustments to the cells.

Cell Sync Burst Instruction

The RNC instructs each cell in turn to transmit a common SYNC_DL sequence in a specified SFN while all other cells listen. The Cell Synchronisation INITIATION Request message is used to define the transmission and listening schedule.
Each cell uses the same carrier frequency and transmits just once in order to avoid any ambiguity in reception. The RNC will decide how many frames apart transmissions from successive cells shall be scheduled, taking into account the estimated errors in timing accuracy. In particular, initially there may have to be frames in which no transmission is scheduled.

Note: 1.28Mcps TDD timeslots are not supported during this phase.
Cell Sync Bursts Measurement Report

The cells report timing and SIR measurements via the Cell Synchronisation report message.

The resolution of the arrival time measurement shall be about 75ns.
Cell Sync Adjustment 

Whenever a cell reports the reception of a sync burst, the RNC can deduce unambiguously from the timing which cell made the transmission and therefore calculate the apparent time difference between transmission and reception. Part of the difference will be due to the distance between the cells and part due to the difference in their clocks. In principle, if each pair of cells hears each other’s transmission then both factors can be deduced. However, to determine how much timing correction to apportion to each cell is more complicated.

When all cells have transmitted, the RNC computes the set of timing updates and communicates them to each cell via the CELL SYNCHRONISATION ADJUSTMENT REQUEST message. 
The cell can deduce a frequency correction from the timing adjustment and the elapsed time since the previous update. It sends a CELL SYNCHRONISATION ADJUSTMENT RESPONSE message to the RNC after implementing the adjustment.

Several iterations of the steps of the Initial Phase are required to achieve the necessary timing and frequency accuracy. A timing accuracy of a few (sec is needed, not least to ensure that in future a received SYNC_DL sequence cannot invade much of the guard period at the end of timeslot 0 i.e. immediately preceding the DwPCH. The RNC could define a new transmission/measurement schedule for each iteration as timing accuracy improves, in order to accelerate the process.

6.6.2 Steady-State Phase

6.6.2.1
Centralised Control
In the steady state phase each cell gets a cell sync burst plan that defines when cell sync bursts shall be transmitted and when cell sync bursts should be received. In this phase, the normal traffic is supported, i.e. the regular cell synchronisation monitoring and update is done in parallel to ongoing UE connections.

The cells now transmit their own pre-defined SYNC_DL sequence, rather than using a common code, on the frequency specified by the RNC. The plan should aim to minimise the blanking i.e. to maximise the number of sub-frames in which a cell transmits its SYNC_DL sequence.

As in the Initial Phase, the following procedures have to be considered:

-
Cell Sync Burst Instruction

-
Cell Sync Bursts Measurement Report

-
Synchronisation Adjustment

Cell Sync Burst Instruction

Defining the schedule consists of defining the transmission parameters and defining the receiving parameters i.e. it is defined at which radio frames the cell shall transmit a sync burst and at which radio frames the cell shall measure specific sync bursts. This is achieved via the CELL SYNCHRONISATION RECONFIGURATION REQUEST message.

The SFNs when to send or receive are not indicated explicitly but they are derived by the fact that the whole SFN period (4096 frames) is subdivided into several ‘synchronisation cycles’ of equal length.

Note: 1.28Mcps timeslots are now supported from this phase onwards.

Cell Sync Bursts Measurement Report
The cell changes frequency if necessary to receive the specified SYNC_DL bursts. It decodes the specified SYNC_DL sequences from defined neighbouring cells and reports received code, signal time and power indicator to the RNC via the CELL SYNCHRONISATION REPORT message. 

Synchronisation Adjustment

The RNC analyses the measurement reports continuously. A CELL SYNCHRONISATION ADJUSTMENT REQUEST message is sent to a cell when the analysis concludes that a correction is necessary.

The steps of the Steady-State phase are repeated indefinitely.

6.6.2.2
Flexible Signalling
Master / Slave Control
In the de-centralized approach, the roles of the NodeB and RNC with respect to NodeB synchronization could be characterized as client / server. In these roles the RNC provides each NodeB with enough information to operate its OTA synchronization essentially autonomously. Even in the centralized approach, the schedules for transmission and reception and the applicable codes were downloaded once and then applied autonomously by the NodeB. Whilst this is attractive in reducing the amount of Iub traffic from the RNC to the NodeBs it is very inflexible. It results in highly specialized, complex and relatively large Iub messages.

In the proposed alternative the NodeB is essentially a “dumb slave”. The NodeB is unaware of schedules for transmission or reception other than in terms of a generic clock structure. The NodeB is instructed directly to transmit DwPTS at given power, or to blank, or to search for a particular code. This instruction must be sent every time the operation is required. Therefore every 8th or 16th subframe or more seldom, if the schedule allows for less blanking. Although this approach leads to increased Iub traffic from the RNC to the NodeBs, the amount of this traffic is minimal since the applicable message fields can be very small.

There would be basically 6 RNC to NodeB Iub message types (‘Do nothing unusual’ would not require a message at all)

1. Change Power to X - For power controlled transmissions of DwPTS

2. Blank the DwPCH  transmission for a subframe

3. Correlate against code N and report the measurement. 
(If the RNC wanted the Node B to correlate against more than one code simultaneously then it would repeat this message with the other value(s) of N.)

4. Correlate against code N and log measurement into your averager

5. Adjust your clock by Y (goes with message 3)

6. Adjust your clock according to your local measurement using Z as the estimate of propagation delay (goes with message 4). Reset your averager

Note: We could remove messages 4 and 6 and absorb the de-centralized approach into the centralized. 

However, this is unattractive because, the amount of data that goes into the averager is large. To implement the approach centrally would probably require that the averaging was performed at the RNC. This would lead to quite large amounts of data in the uplink Iub messages.

The timing of the response to these messages would be implicit i.e. the messages would be acted on the next time the SFN modulo 32 was zero (if we wanted more flexibility for signaling faster, we could reduce this, e.g. to SFN modulo 16 (or 8). 

Since these message are mutually exclusive, the message itself would be trivial - 3 bits to identify the message type and a maximum of 8 bits for either X, Y, Z or N. Say two bytes in total.

The NodeB to RNC Iub messages would typically contain similar or more amounts of data.

Note: The messages 3. and 4. can be combined into one message and if the RNC wanted the Node B to correlate against more than one code simultaneously then this message would contain all codes.
Also messages 5. and 6. can be combined into one procedure.
Reduced Signalling Master Slave Control
Whilst the above approach would be ideal, it has the disadvantage of greatly increasing the volume of traffic in the RNC to NodeB direction for the Iub. It is understood that the traffic requirement could be between 5 and 10 times too large for an RNC serving 100 NodeBs. Thus we require a means for reducing the level of traffic. The following option is offered for consideration:

Node B Cycling Message Memory
Here the Node B has a memory of the messages relating to N schedules, where N is the number of schedules in the repeat cycle. If no messages are received in a subsequent schedule whose ordinal number is equal to i modulo N then the stored message for schedule i is re-applied. If such a message is received then this will replace the message previously stored for schedule i. 

A possible refinement would be for every message sent to contain a bit representing a ‘store’ flag. If the bit is set to ‘1’ then the corresponding stored message is overwritten. If the bit is set to ‘0’ then the corresponding stored message is not overwritten. This bit would give the option of introducing messages requesting occasional departures from normal operation without losing the regular pattern, which has been laid down. 

A further bit could control a ‘suspend’ function. If this bit was true then the associated message could be stored into a reserve buffer and not acted on immediately. Rather, the previously stored message would still be acted on. A broadcast message could be sent to all Node Bs, saying: ‘update’. All Node Bs would then overwrite the contents of their message buffer with the contents of the reserve buffer. This would allow messages to be transferred in a staggered (therefore reduced traffic volume) fashion but implemented, if desired, in a synchronous way.

The cycle time for each schedule is (currently) 32 sub frames or 160 ms. If there are 4 schedules in a repeat cycle then it would take 640 ms to send messages for all schedules. In the pure master slave approach it would be possible to change the structure every repeat cycle. With the approach described above we could, for example, signal to 10% of the Node Bs over 640 ms in suspend mode. In the next 640 ms we would signal to the next 10% and so on until, after 6.4 seconds, all Node Bs had been updated. At this point the RNC would broadcast an ‘update’ message and the new schedules would instantly be taken up by all Node Bs in the RNS.

Thus we could alter the schedules completely in less than 7 seconds. For RNSs with fewer Node Bs the update period would shrink proportionately. If we wish to affect the operation of only a small part of the RNS this can be done immediately.

The above approach would provide a compromise between the extreme flexibility provided by pure master slave control and the very high signaling overhead required.
Mechanisms for RNC Verification of Node Bs
It is desirable that the RNC has the capability of providing confidence that individual Node Bs are synchronizing correctly.

Each NodeB has a clock with an absolute accuracy of ±50 ppb, equivalent to 50 ns/second. One possible method of verifying the operation of sync is to ascertain whether the cumulative updates over a period of time are consistent with this clock accuracy. According to simulations of synchronization, a variation of around ±1 µs could arise. Thus cumulative adjustments greater than this must be observed in order to reflect and underlying trend. If we take a threshold of 3 µs, as specified, then we see that, at least 2 µs of this should only arise as a result of clock inaccuracy. A clock on the edge of its error range would accumulate a drift of 2 µs in 40 seconds. Thus, if the accumulated adjustments over 40 seconds exceeded 3 µs we could reasonably conclude that either the synchronization scheme was failing or the clock was not operating within its specified limits.

Thus, the Node B could perform measurements and, if indication was given, send a respective message to the RNC. Parameters could be associated with the message such as, by how far the threshold was exceeded after 40 seconds. This would provide considerable flexibility.
Alternatively, the RNC may wish to interrogate the NodeB in a more master‑slave fashion. One approach would be for the RNC to send a ACCUMULATED CLOCK UPDATE REQUEST message to a Node B at a certain time. At a late time the RNC would send a ACCUMULATED CLOCK UPDATE RESPONSE message to that Node B, whereupon it would send back a message containing the total of all clock updates generated over the period between the two messages. This would provide considerable flexibility.
Enhanced De-Centralised Control
Various concerns have been raised about the reliability of de-centralized Node B sync at WG1#22 in Jeju cf. [5]. Specifically, the issues raised have been:

1. Possible loss of control and supervision over network synchronization operations. What happens if a Node B does not “synchronize properly”?

2. Steady state phase relies on a radio environment snapshot that has been captured during the initial phase and may quickly not be valid any more

3. Iterative synchronization of several slave Node B’s in reference to a single master Node B.

These issues can readily be addressed by the more flexible signaling approach. In the proposed de‑centralized scheme there are basically 3 schedules for synchronization. It was further proposed to include a 4th schedule which would accommodate late entrants without the need to re‑plan the whole set of schedules whenever a new late entrant was introduced to the system. 

With the new flexible signaling approach this 4th schedule can be used for more than one purpose. In addition to supporting late entrants, it can be used for a long cycle ongoing set of measurements to maintain an up to date path loss matrix at the RNC. Using this matrix the RNC can re‑compute the set of schedules at any time without the need, suddenly, to send large amounts of data over the Iub to all of the Node Bs. In principle, with this approach, it would be possible, if desired, to re-plan the sync schedules for the entire network, or parts of it, to accommodate every late entrant. This could happen transparently.

With the flexible approach, the RNC can establish special arrangements to provide signals necessary to provide synchronization to late entrants. In addition to the above, the ongoing long cycle of measurements can be used to check that each Node B is correctly synchronized. Thus if Node B B synchronizes to Node B A (which may, for example, be a master) then from time to time Node B A can listen to Node B B and can confirm that it is appropriately synchronized.

The above options fully satisfy the concerns raised above. Specifically:

1. A Node B that does not “synchronize properly” will be detected.

2. The radio environment snapshot that was captured during the initial phase will be updated on an ongoing basis.

3. Iterative synchronization of several slave Node Bs in reference to a single master Node B may create some cumulative error. Simulations have shown this, nevertheless, to lead to acceptable errors. The network is planned so that there are never more than 3 hops to a master (except perhaps temporarily for some late entrants). The ongoing measurements will allow the actual timing errors of all Node Bs to be determined.

6.6.3
Late-Entrant Cells

Late-entrant cells (new cells being added without GPS receiver) or cells recovering from unavailability shall first be roughly synchronised via Iub interface messages. The initial synchronisation adjustment shall be performed as in the Preliminary Phase.

The RNC uses the CELL SYNCHRONISATION RECONFIGURATION REQUEST message to tell the late-entrant which SYNC_DL codes and carrier frequencies to listen for, corresponding to its neighbour cells.  The late-entrant cell acquires frequency lock on the neighbouring transmissions and then continues to listen so that it can adjust its frame timing.

The late-entrant cell has now obtained system time subject to an unknown propagation delay between it and its neighbours. This should be good enough for it to be allowed to enter the Steady State phase so at this point it sends a CELL SYNCHRONISATION REPORT to the RNC.

The RNC can then give the late-entrant cell (via a CELL SYNCHRONISATION RECONFIGURATION REQUEST message) its own schedule for sync burst transmission and reception and can also include it in the schedules given to its neighbouring cells.

6.6.4
Synchronisation Sequence

The following flow chart indicates the sequence of messages over the Iub between the CRNC and the Node Bs, in order to bring the 1.28Mcps TDD system into synchronisation. For clarity, the flow chart does not include response messages.
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Open issue: during preliminary phase, is it really only the frame sync procedure that should be executed or also the node sync procedure?

6.7
Synchronisation Instructions

6.7.1
Instruction definitions
According to the signalling aspects for cell synchronisation (see Ref. [2]), procedures are necessary to instruct the LCR cells to transmit the SYNC_DL sequence and to request measurements from the individual cells when a SYNC_DL sequence was received. 

In order to avoid a high number of signalling messages to start the SYNC_DL transmission and then to start the common measurements on SYNC_DL sequences, a combined procedure is proposed by which:

-
the cells are instructed to transmit the SYNC_DL 

-
measurements on SYNC_DL sequences are started.

Further procedures are necessary for measurement reports, to terminate the started SYNC_DL transmission, to change the power, to blank the DwPCH, to correlate against codes and to cover the failure cases. 

For the state transition phase from the Initial Phase to the Steady State Phase it is proposed to have a SYNC_DL “reconfiguration” procedure in order to avoid a SYNC_DL termination procedure and a further procedure to restart the SYNC_DL transmission and SYNC_DL measurements.

In the case of a late-entrant cell that is not a reference cell, it shall be given information regarding the SYNC_DL transmissions of neighbouring cells and shall acquire frequency lock on these transmissions. There shall be no special instruction for the late entrant cell to inform the RNC when it has acquired lock, but it shall immediately begin to make measurements on the SYNC_DL sequences of the neighbouring cells and then report when it is ready to enter the steady state phase.

6.7.2
Information elements
Within the Cell Sync burst instruction definitions the transmission of SYNC_DL sequences during the different phases have to be initiated and measurements are started in parallel. The following table summarises the information elements required within the individual synchronisation phases. 


Frequency Acquisition Phase

Cell Synchronisation Initiation Request


Cell sync burst transmission initiation LCR
UARFCN


SYNC_DL Code ID


DwPCH Power


Synchronisation Report Type




Cell sync burst measurement initiation LCR
SYNC_DL Code ID


Synchronisation Report Type


Report Characteristics

Table 1: Information elements for Frequency Acquisition Phase

The Synchronisation Report Characteristics IE defines when measurements shall be reported to the CRNC and is set to different values for the different phases of synchronisation.


Initial Phase

Cell Synchronisation Initiation Request


Cell sync burst transmission initiation LCR
UARFCN


SYNC_DL Code ID


SFN


Sub-Frame LCR


DwPCH Power


Synchronisation Report Type




Cell sync burst measurement initiation LCR
SYNC_DL Code ID


Synchronisation Report Type


Report Characteristics

Table 2: Information elements for Initial Phase

In the steady-state phase the synchronisation schedule defines a number of cells each transmitting a SYNC_DL sequence at the same time, which shall be measured by another number of cells. The individual SYNC_DL sequences are distinguished by different SYNC_DL codes. 

To define the SFN where to receive, the SFN period is divided into cycles that have the same schedule. Within a cycle each cell is given an individual set of parameters for the SYNC_DL sequences to receive.

The cell will always transmit the SYNC_DL sequence using the information given in the transmission information parameters, in every subframe when it is not requested to make measurements of the SYNC_DL sequences of neighbouring cells.


Steady-State Phase

Cell Synchronisation Reconfiguration Request


Cell sync burst schedule
Number of cycles per SFN period


Number of repetitions per cycle




Cell sync burst transmission reconfiguration
UARFCN


SYNC_DL Code ID


DwPCH Power




Cell sync burst measurement reconfiguration

(For each cell to receive from)
SFN per cycle to receive


Sub-Frame LCR


UARFCN


SYNC_DL Code ID


Synchronisation Report Type


Report characteristics

Table 3: Information elements for Steady-State Phase


Initial Phase
Steady-State Phase
Late-Entrant Cells
Frequency Acquisition

Cell Synchronisation Report
SFN where SYNC_DL has been received
SFN where SYNC_DL has been received
NULL

(indicates ready to enter steady state)
NULL (indicates lock achieved)


Sub-Frame LCR
Sub-Frame LCR




Cell Sync Burst Timing
(For all simultaneous receptions)




Cell Sync Burst SIR
Cell Sync Burst Timing





Cell Sync Burst SIR



Table 4: Information elements for Cell Synchronisation reports

For Frequency Acquisition Phase the CELL SYNCHRONISATION REPORT message is only sent once without reporting parameters or measurements to indicate that the phase is completed.

For late entrant cells no report is sent to indicate that frequency acquisition is complete, but reports are sent giving details of measurements made on the SYNC_DL sequences of specified neighbouring cells.

For the Master / Slave Control the following messages and IEs for the steady-state phase should be introduced:

DwPCH Power
C-ID


DWPCH Power

Blank
C-ID

Correlation
SYNC_DL Code ID


Log/Send

Table 5: Messages and Information elements for Master /Slave Control
For the mechanisms for RNC Verification of Node Bs the following procedure and IEs for the steady-state phase should be introduced:

Accumulated Clock Update


Accumulated Clock Update Request


Accumulated Clock Update Response
Accumulated Clock Update Value

Table 6: Messages and Information elements for Master /Slave Control
6.8
Synchronisation Adjustment 
6.8.1
Adjustment procedure definitions
The purpose of Synchronisation Adjustment procedure is to allow the CRNC to adjust the timing of the radio transmission of a cell within a Node B for time alignment. In the steady state phase, the adjustment that can be made each radio frame is limited by a maximum adjustment step size.

6.8.2
Adjustment elements
Synchronisation adjustment will be handled differently during the individual synchronisation phases. The following table indicates the required information elements.


Initial Phase
Steady-State Phase
Late-Entrant Cells

Synchronisation Adjustment
Frame Adjustment value
Timing Adjustment value
Timing Adjustment value


Timing Adjustment value
Timing Adjustment Step Size
SFN, indicates starting frame number when Timing Adjustment value shall apply



DwPCH Power (adjustment)
Sub-Frame LCR



SFN, indicates starting frame number when Timing Adjustment value shall apply




Sub-Frame LCR


Table 7: Information elements for Synchronisation Adjustment procedure

6.9
Synchronisation alarming 
For Node B synchronisation only the Cell Synchronisation procedures and the Synchronisation Adjustment procedures are necessary. Calculating the timing adjustment between neighbouring cells is to be performed within the CRNC. The Node B is only informed about SYNC_DL sequences to transmit and about measurements to be performed. For SYNC_DL measurements thresholds may be defined to inform the RNC about synchronisation deviations. Thus, a specific alarming procedure is not necessary.

6.10
Backward compatibility/Coexistence synchronisation methods
In REL-4 Node Bs are synchronised via the synchronisation port only (see [2]). This synchronisation port signal provides a 256 frames multiframe clock which allows for synchronisation of the last 8 bits of the Cell System Frame Number (SFN) of the cells of the Node B.

In REL-5 the Node Bs may be synchronised either via the synchronisation port or via the air interface. Synchronisation via the air interface requires an extension of the synchronisation port that all 12 bits of the SFN are provided. Based on this basic functions following application cases exist:


Node B synchronisation
Node B
RNC


1.
Sync port (SFN mod 256=0)
REL-4
REL-4

REL-5
Synchronisation method via sync port as defined for REL-4

Synchronisation method via sync port as defined for REL-4

2.
Sync port (SFN mod 4096=0)
REL-5
REL-4

REL-5
No procedures within the RNC are provided. The synchronisation is therefore only based on synchronisation via the sync port. Since the Synchronisation via the air interface may be cell based, the reference clock has to be provided to all cells within the Node B, same as for REL-4 Node B

Synchronisation via air interface applies

Table 8: Synchronisation coexistence cases

FP UL Synchronisation





FP DL Synchronisation








Fine tuning of cell timing





Sync scheduling information sent to late entrant





CELL SYNCHRONISATION REPORT





Late entrant reports ready to enter steady state





CELL SYNCHRONISATION RECONFIGURATION REQUEST





CELL SYNCHRONISATION RECONFIGURATION REQUEST





Initial


Synchronisation


Phase





Steady


State


Phase








Late


Entrant


(2)





Other cells report when frequency lock achieved





CELL SYNCHRONISATION TERMINATION REQUEST





Frequency acquisition phase terminated when all cells are locked





CELL SYNCHRONISATION REPORT





CELL SYNCHRONISATION INITIATION REQUEST





Cells with reference clock instructed to transmit - other cells instructed to listen





CELL SYNCHRONISATION ADJUSTMENT REQUEST





CELL SYNCHRONISATION INITIATION REQUEST





CELL SYNCHRONISATION REPORT





CELL SYNCHRONISATION ADJUSTMENT REQUEST





CELL SYNCHRONISATION REPORT





CELL SYNCHRONISATION ADJUSTMENT REQUEST





Node B returns T1, T2, T3 values and RNC calculates round-trip-delay to each Node B





Coarse timing correction of non-reference cells








Instruction to each cell to transmit once (one-at-a-time) and listen at all other times





Measurements made by all listening cells





Frame alignment of cells that sent measurements





Sync scheduling information sent to each cell





Measurements of neighbouring SYNC_DL repeat until pre-defined cycle time elapses





COMMON TRANSPORT CHANNEL SETUP REQUEST





RNC sends message with T1 value to each Node B


�





RNC sets up PCH for user plane Frame Protocol messages








Frequency


Acquisition


Phase


�





Preliminary


Phase


&


Late Entrant (1)





RNC sets up cell parameters





Notification of external reference clock


�





Node B / Cell


�





RESOURCE STATUS INDICATION





CELL SETUP REQUEST





CRNC
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